INTRODUCTION

In the [1,2] works of author the nodes with one device in every node were explored. In the second section of the work the results are generalized in case of multichannel nodes in series (the theorem 2.1) In the 2.1 theorem a new estimation of the virtual time of wait for the inlying nodes is considered. From the estimation the estimation of time of wait ensues too. A primary aim of the work is the proof of the fact, that the very big decrease of total work in inlying nodes is executed not only for one (the [1,2] works), but also for a few devices in one node in conditions of critical load and in conditions of overload (>1) on the first node. An estimations of the theorem 2.1 with \( C(N)=2N-1; V_i \Delta(t)(2N-1)=N \) are new (in the [3] work the similar theorem is only partly proved; the proof of the 2.1 theorem substantially shorter and simpler than in the [3] work). In particular, the time of wait in the node with the \( i \) number \( (V_i >1, \text{a determination further}) \) and the total time of work (in sum) on all nodes except the first are limited by a small constant, if on the first node the customers arrive with the limited maximal length. From the proof of the 2.1 theorem we get the simple similar theorem for all the service disciplines” without an interruption of service” in every node (the theorem 2.2).

Especially the interesting applications of results of the article follow from the example of conclusion in the case of the determined time of service, when time of service by one device of any customer is equal to constant (for instance, the quantity of customers no more 3 for two devises in every node).

We will mark, that in difference from the first works on the theme of identical service [4,5] all the theorems of the second part of article are proved a. s. for all input processes on the first node (without some limitations on the input process \( A(t) \)).

In the second part of the article we consider the regularity of the double transform of Laplace (the first part of theorem 3.1, [6]).The task was formulated to the author by the professor Solovjev A.D. in connection with the problem of moments. The theorem proved in this part has a general mathematical character and are easily checked up. With help of the first and second part of the theorem it is simply to prove a some facts related with the transform of Fourier and Laplace (for instance, about the inverse operator of the transform of Laplace, using only positive values of the transform of Laplace on the \([-∞,+∞)\); all results of third of part are new and belong to the author of the article, some results in the direction were formulated in the [7] works; in the articles the second part of theorem is partly proved). In the 3.1 theorem we use the only well-known mathematical facts. In opinion of author the theorem is interesting on itself too.

ABSTRACT

The current review was subjected to detailed investigation of nodes associated to the device. As per the theorem 2.1 the outcomes were generalized for the series in multichannel nodes leading to estimation of the virtual time of wait for the inlying nodes. Concluding for further investigation in concordance notions of even and odd function with the results of lemma 3.1 and theorem 3.1.
The identical service

In the main second part of the article we consider the consistently united nodes with the identical service: the length of service by one device of any customer is identical for every node and every device, or

\[ \xi_j^1 = \xi_j^2 = \ldots = \xi_j^1, j = 1, 2, \ldots, \]

Where the random value \( \xi_j^i \) is the time of service of customer with the j number on the node with the I number by one device (unit of service), if the service takes place without interruption; the different devices on every nodes are identical, where \( \{\xi_j^i, j = 1, 2, \ldots\} \) are mutually independent random values with the distribution function \( F(x) = \Pr(\xi_j^i \leq x) \). Further we will use for \( \xi_j^i \) the term “length of customer” too.

We consider K nodes, \( K \geq 2 \). The arrival process for node with the j number is equal to the output process on the node with the \((j-1)\) number, \( j=2, \ldots, K \).

As soon as the service is finished the customer arrives on the next node. In the 2.1 theorem the customers are served in order of arrival in every node (the FIFO(FCFO) discipline of service), in the 2.2 theorem the order of service is definite before the theorem with help of the D1, D2 conditions. If a customer’s arrives on the first node in a group (for non-ordinary A(t) process), the customers are disposed in the group in a random order all results of the 2.1, 2.2 theorems do not rely on an order in the group. The node with j number consists of N service units (devices) with infinite quantity of wait places, \( j=1, \ldots, K \).

In the article we consider the random values:

- \( W_j^t \) - the total time of service of all customers at the t moment on the j node, \( j=1, \ldots, K \) (the virtual time of wait for one channel at the t moment);
- \( V_j^t \) - the full time of service of customer arriving on the j node at the t moment (on the node with the j number), \( j=1, \ldots, K \) (the time of wait plus the “length of the customer”).

By definition, \( A(t) \) is the final customer number among all customers arriving on first node during \([0, t] \). (If a customer arrives on the first node in a group, the customers are disposed in the group in a random order).

Theorem 2.1

Proof

We introduce a new \( Q(j,N) \) system on the node with the j number with help of the S1 and S2 conditions, \( j=1, \ldots, K \).

By definition, the \( A(j,t) \) value is equal to the number of the last customer arriving on the node with the j number during \([0, t] \), \( A(1,t) = A(t), j=1, \ldots, K \).

The S1 conditions

For the \( Q(j,N) \) system the arrival process is equal \( A(j,t), j=1, \ldots, K \), as in main node with j number. The “length of customer” of every customers in the \( Q(j,N) \) system equals to the lengths for the main system.

The S2 conditions

The speed of service in the \( Q(j,N) \) system is N (the node with the j number of the \( Q(j,N) \) system contains 1 device, and the speed of work on the device is N), \( j \geq 1 \).

By definition, \( W_j^t \) is a sum of remaining “lengths of customers” on the node with the j number at the t moment for the \( Q(j,N) \) system (some of remaining lengths are equal to the complete lengths) with the primary input process on the node with the j number.

By definition, for primary system (not for \( Q(j,N) \) system) \( W_j^t \) is the total sum of full “lengths of customers” on the node with the j number at the t moment, \( j=1, \ldots, K \) (for \( N=1 \), \( W_j^t = \theta_j^t + \theta_j^t \). by definition, \( \theta_j^t \) is the part of the “length of customer” is already served at the t moment in the primary system on the j node, \( \theta_j^t = 0, \) if \( W_j^t = 0, j=1, \ldots, K, N=1 \).
It is simply to check, that for $N>1$ the

$$0 \leq W'_j - W''_j \leq N\Delta(t), \quad (1)$$

inequality takes place for all $t$, if the input process on the node with the $j$ number is the same for the primary and the $Q_j(N)$ systems. To obtain the fact we can consider the $0=t_1 \leq s_1 \leq ... t_k \leq s_k \leq ...$ points on the axis of time, where $Z(t) \leq N-1$ for all $t \in \left[ t_k, s_k \right)$, $k=1,...$, and $Z(t) \geq N$ for all $t \in \left[ s_k, t_{k+1} \right)$, $k=1,...$, by definition, $Z(t)$ is the total number of the working devices in the node with the $j$ number for the primary system (all the processes are continuous on the right). It is obviously,

$$w'_j - w''_j \leq w'_j - w''_j \leq (N-1)\Delta(t) \quad \text{for all } t \in \left[ t_k, s_k \right).$$

With help of the (1) inequality.

We will estimate the $w'_j$ value for $j \geq 2$.

One device works in the $Q_j(N)$ system; the speed of work in the $Q_j(N)$ system is equal to $N$ from the S2 conditions, and we can use Borovkov ([10], p.41)

$$0 \leq w'_j \leq w'_j \leq w'_j \leq w'_j \leq 0 \leq w'_j \leq N\Delta(t), j=1,...,K,$$  

with help of the (1) inequality.

From the definitions of the $W'_j$, $W''_j$ values $w'_j \leq w'_j \leq w'_j \leq w'_j \leq w'_j$, and from $0 \leq w'_j - w''_j \leq w'_j - w'_j$, $w'_j \leq w'_j \leq w'_j \leq w'_j \leq w'_j$, $0 \leq w'_j \leq N\Delta(t), j=1,...,K,$

(2)

we get

$$w'_j = S_j(t) - Nt - \inf_{0 \leq s \leq t} (S_j(u) - Nu), j=1,...,K,$$  

(3)

where $S_j(u)$ is the total sum of lengths of service of customers (the total sum of "lengths of customer") arriving on the node with the $j$ number during $[0,t]$.

From the definition of the $w'_j$ characteristics we get

$$S_j(t) = S_{j-1}(t) - W'_{j-1}, j=2,...,K, S_j(t) = \frac{A(t)}{\lambda_j(t)}, A(t) = A(t),$$

and from (2)

$$S_j(t) - Nt = (S_j(t) - W'_{j-1}) - r_{j-1}(t) - Nt = \left( S_{j-1}(t) - [S_{j-1}(t) - Nt - \inf_{0 \leq s \leq t} (S_{j-1}(u) - Nu)] \right) - r_{j-1}(t) - Nt = \inf_{0 \leq s \leq t} (S_{j-1}(u) - Nu) - r_{j-1}(t), j=2,...,K, N > 1, t \in [0, \infty)$$

After substitution in (3) we get

$$w'_j = \inf_{0 \leq s \leq t} (S_{j-1}(u) - Nu) - r_{j-1}(t) - \inf_{0 \leq s \leq t} (S_{j-1}(v) - Nv) = \inf_{0 \leq s \leq t} (S_{j-1}(u) - Nu) - r_{j-1}(t), j=2,...,K, N > 1, t \in [0, \infty)$$

where in the last inequality we use

$$\inf_{0 \leq s \leq t} (S_{j-1}(u) - Nu) - \inf_{0 \leq s \leq t} (S_{j-1}(v) - Nv) \leq 0, 0 \leq u, t \leq t$$

From $r_{j-1}(t) \geq 0$ and (2) we obtain

$$w'_j \leq W'_j \leq w'_j + (N-1)\Delta(t), j=1,...,K$$

We can use $w'_j \leq W'_j \leq w'_j + (N-1)\Delta(t), j=1,...,K$ (we use the lemma 2.2 in the [9] article, or the fact is easily checked up directly after breaking of axis of time up on intervals by the $0 \leq s_1 \leq ... \leq s_k \leq ...$ points too). We get

$$W'' \leq w'_j + (N-1)\Delta(t) \leq (2N-1)\Delta(t), N > 1, j=2,...,K.$$

For $w'_j$ the theorem 2.1 is proved.
By definition, the customer with the \( n(t) \) number arrives in the node with the \( j \) number at the \( t \) moment.

If \( V_j' \geq 0 \), we obtain the

\[
V_j'N + \sum_{i=1}^{N-1} \beta_i = W_j' 
\]

equality, where \( \{\beta_i\} \) are some remaining “lengths of customers” in the moment of beginning of service of customer with the \( n(t) \) number. We get \( V_j'N \leq W_j' \), and

\[
\frac{V_j'N}{N} \leq \frac{W_j'N}{N} \leq \Delta(t)(2N-1) / N \quad \text{(with help of } \beta_i \geq 0, \text{ } i=1,\ldots,N-1, \text{ } j=2,\ldots,K, \text{ } N \geq 1). 
\]

In the theorem 2.2 we consider all disciplines of service “without an interruption of service”: the customers are served by the units of service of every nodes without an interruption (the precise definition is in the D1,D2 conditions).

To determine the disciplines we shall use the D1, D2 conditions.

**Condition D1**

The speed of service is the 1 for any unit of service, if the unit works. Exactly, in the node with the \( j \) number the quality of working units is \( \min (N, d_G) \) at the \( t \) moment.

**Condition D2**

If the customer arrives to some unit of service, the customer is served by the unit of service without interruption until the moment, when the customer leaves the node. By definition, \( d \in G \) if for the service discipline \( d \) the D1 and D2 conditions take place.

**Theorem 2.2**

Let the \( d_j \), \( j=1,\ldots,K \), disciplines handle by the process of service in the node with the \( j \) number, and \( d_j \in G, j=1,\ldots,K, \text{ } N \leq 1 \).

For \( V_j' \) takes place all the results of the theorem 2.1, \( j=2,\ldots,K, \text{ } t \in [0,\infty) \). (Not for the \( V_j' \) values).

**Proof**

The proof of the 2.2 theorem word for word repeats proof of theorem 2.1 (in proof of the 2.1 theorem the FIFO(FCFO) discipline was not used).

3. The regularity of Laplace transform in \( |z|<2a>0 \).

For the \( u(p) \) function we use the Y1 condition.

**The Y1 condition**

The Y1 condition takes place, if the \( u(p) \) function is regular as in \( |p| < A, |Rep| < B \) so as in \( |Rep| < B \) for some \( A \in (0,+\infty), B \in (0,+\infty), u(0)=0, \text{ and } \|u(p)\|_{L^1} < \delta < \infty, \delta=\text{const}., \text{ in the } \{p:|Imp| < A \}, \{\|Rep\| < B \} \text{ areas} \).

By definition,

\[
L \pm Z(t)(x) = \int_0^\infty e^{-pt} Z(t)dt, x \in [0, \infty), F \pm S(t)(\cdot)(p) = \int_{-\infty}^{\infty} e^{-ipt} S(t)dt, p = x \in (-\infty, \infty) 
\]

\[
R + (z) = \int_0^\infty e^{izt} e^{-tx} dt \int_0^\infty e^{\alpha x} S_0(x-a)dx, LLZ_0(x-a)(\cdot)(z), 
\]

**THEOREM 3.1**

\[
R + (z) = \int_0^\infty e^{izt} e^{-tx} dt \int_0^\infty e^{\alpha x} S_0(x-a)dx, LLZ_0(x-a)(\cdot)(z), 
\]

functions are regular in the area \( z:|z|<2a>0 \), if for the \( S_0(p) \) function the Y1 condition takes place with the \( B=A=2a \) constants. If instead of \( S_0(p-a) \) we use \( S(p)=S_0(p-a) \), the \( R+z,LLS(x)(\cdot)(z) \) functions are regular in \( |z|<a \), if the Y1 condition takes place for the \( S(p) \) function with \( A=B=3a>0 \).
\[ \text{Im} \left\{ \text{LF} \left( u \right) \left( is \right) \right\} = 0, s \in (-\infty, \infty), \]

if for the \( u(p) \) function the \( Y_1 \) condition takes place for some \( A > 0, B > 0 \).

**Proof**

We will prove the first part of the theorem, [6].

In the integral

\[
\int_{-\infty}^{\infty} e^{iu} S_s(x) dx = \int_{-\infty}^{\infty} e^{iu} S_0(x) dx - \int_{-\infty}^{\infty} e^{iu} S_1(x) dx = L + F + S_0(x)(p) + \int_{-\infty}^{\infty} e^{iu} S_1(x) dx - \int_{-\infty}^{\infty} e^{iu} S_0(x) dx -],
\]

the first part of the sum is regular in the \( |\text{Rep}| < 2a \) area, if the \( S_0(-z) \) function is regular in \( |\text{Imp}| < 2a \) (the fact is well-known, [11, 12]).

The second part of the sum together with the integral (it is obviously, we can change the limit of integration, if \( \text{Rep} < 0 \), [14])

\[
\int_{-\infty}^{\infty} e^{iu} S_s(x) dx = \int_{-\infty}^{\infty} e^{iu} S_0(x) dx - \int_{-\infty}^{\infty} e^{iu} S_1(x) dx = L + F + S_0(x)(p) + \int_{-\infty}^{\infty} e^{iu} S_1(x) dx - \int_{-\infty}^{\infty} e^{iu} S_0(x) dx -],
\]

is regular for all \( z = p - ai \): \( \text{Imp} \in (-a, +\infty) \cap \{ |\text{Rep}| < 2a \} \), or for the all \( G_0 = \{ |z| = 2a \} \cap \{ |\text{Re}z| < 2a \} \), where \( |z| < 2a \in G_0 \). The e the second equality of the first part of the 3.1 theorem we obtain now from \( \text{LLS}_0(x-a)(\cdot)(iu) = (-i)^R + (-u), u \in (0, +\infty) \), [13].

The first part of the theorem 3.1 is proved.

We will prove the second part of the theorem 3.1, [15].

From the

\[ L(s) = L + F - |u| (is) = LF + |u| (is), \text{Im} u(s) = 0, \]

\( s \in (-\infty, \infty) \), equality we obtain

\[ \text{Im}(L(s)) = \text{Im}(s) \cdot LF + |u| (is), s \in (-\infty, \infty), \]

We will prove, that the similar equality takes place with other sign.

We can consider the fractionally-linear represent ([13])

\[ p = s = i h(z + e^{i\alpha})/(z + e^{i\alpha}) = f(z), \]

\( a, h \in (0, +\infty) \). The \( f(z) \) function represents \( \{ z : |z| = 1 \} \rightarrow G + \), where \( G^+ = \{ p : \text{Imp} \geq 0 \} \) ([13], p.128), such that the \( C_1 = \{ w : |w| = 1 \} \) circumference transfers in the \( (-\infty, \infty) \) line: \( C_1 \rightarrow (-\infty, \infty) \), \( f(w) = s, s \in (-\infty, \infty), |w| = 1 \). We obtain

\[ L(f(w)) = L(s), \]

for all \( |w| = 1, s \in (-\infty, \infty) \).

From the \( l(p) = LF + |u| (ip), \text{Imp} \geq 0 \), definition we obtain the new \( l(f(z)) \) function:

\[ S \rightarrow G = \{ p : \text{Imp} = 0 \}, \]

such that \( C_1 \rightarrow (-\infty, \infty) \). We will mark, that the real part of the new \( l(f(z)) \) function on the \( (-\infty, \infty) \) is the same as the real part of the old \( L(f(p)) \) function on the same \( (-\infty, \infty) \) axis:

\[ \text{Re}l(f(w)) = \text{Re}l(f(w)), |w| = 1, \]
from the equalities \( \text{Rel}(s) = \text{Rel}(s), s \in (-\infty, \infty), \, s = f(w), \, |w| = 1 \).

The complex parts of the two \( L(f(z)), l(f(z)) \) functions are the same \( \text{ImL}(f(z)) = \text{Iml}(f(z)) + c, \, |z| = 1 \), functions (as the only decision of the Dirichlet problem in \(|z| \leq 1, [13], \text{p. 209}\)).

Before it was marked \( \text{ImL}(s) = -\text{Iml}(s) \):

\[
\text{ImL}(s) = \text{ImL}(f(z)) = \text{Iml}(f(z)) = \text{Iml}(s),
\]

\( f(z) = s \in (-\infty, \infty), \, |z| = 1 \), (it is obvious, \( c = 0 \) from

\[
L(s) \rightarrow 0, \, s \rightarrow \pm \infty,
\]

in the \( Y1 \) conditions).

We use, that both \( L(f(z)), l(f(z)) \) are regular in \(|z| \leq 1\), the functions are continuous on the \(|z| = 1\) from the \(|z| < 1\) side, and

\[
L(p_j) \rightarrow 0, p_j \rightarrow \infty,
\]

if \( \text{Rep}_1 \leq 0 \),

\[
l(p_j) \rightarrow 0, p_j \rightarrow \infty,
\]

if \( \text{Rep}_1 \geq 0\, [13, 14]\) (see the definition of the \( f(z) \) function in [13], \text{p. 127 too}).

The last the \( L(p_j) \rightarrow 0, l(p1) \rightarrow 0, z \rightarrow e^{iu} \), equalities we obtain from

\[
l(p_j) = C(0)/p_j + (l/p_j)F + (l/p_j)xu(x)(p_j) \rightarrow 0, p_j \rightarrow \infty,
\]

\( \text{Rep}_1 \geq 0, C(0) = \text{const.}, |C(0)| < \infty \), from

\[
|F + (xu(x))(t)| = |(1/t^2)F + (d^2(xu(x))/dx^2)(t)| \leq c/\sqrt{t}, \, t \rightarrow \pm \infty, \, c = \text{const.}, c < \infty, \text{with help of the formula of the integration by parts (we use the \( Y1 \) condition for the \( u(x) \) function too}).
\]

From the \( \text{ImL}(s) = \text{Iml}(s), \text{ImL}(s) = -\text{Iml}(s), s \in (-\infty, \infty) \) equalities we obtain \( \text{ImL}(s) = 0, s \in (-\infty, \infty) \).

The second part of the theorem 3.1 is proved.

From the first part of the theorem 3.1 we get the lemma 3.1.

**Lemma 3.1**

In the conditions of the first part of the theorem 3.1 \( R_1(-p) = -R_2(p), p \in C, \) where \( R_1(p) = \text{LCo}(S(x))(p), S(-x) = S(x), x \in (-\infty, \infty); \)

\( R_1(-p) = R_2(p), p \in C, \) where \( R_2(p) = \text{LSi}(S(x))(p), S(-x) = -S(x), x \in (-\infty, \infty), \) [3, 6, 12].

**CONCLUSIONS**

In example the most interesting application of the 2.1 theorem is considered in the case of the determined service in every node.

**Example 4.1.** We consider \( K \) consistently located devices with identical service, \( N > 1 \). The total quality of customers on every node with numbers \( j > 1 \) is not more \( 2N-1 \) (not more 1, if \( N = 1, [1] \)), if the time of service of every customer by every device is the \( m \) constant for every nodes : \( v_j^t \leq 2N-1, \) for all \( t \in [0, \infty), j = 2, ..., K, \) if \( v_j^t = 0, j = 1, ..., K, \) \( v_j^t \leq m = \text{const.}, j = 1, 2, ..., \). By definition, \( v_j^t \) is the total quality of customers on the node with the \( j \) number at the \( t \) moment.
We will mark also, that the results of the third paragraph require the further study in the direction of concordance notions of even and odd function with the results of lemma 3.1 and theorem 3.1.
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