A Comparative Study of Issues in Big Data Clustering Algorithm with Constraint Based Genetic Algorithm for Associative Clustering
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ABSTRACT: Clustering can be defined as the process of partitioning a set of patterns into disjoint and homogeneous meaningful groups, called clusters. The growing need for distributed clustering algorithms is attributed to the huge size of databases that is common nowadays. The task of extracting knowledge from large databases, in the form of clustering rules, has attracted considerable attention. Distributed clustering algorithms embrace this trend of merging computations with communication and explore all the facets of the distributed computing environments. Ensemble learning is the process by which multiple models, such as classifiers or experts, are strategically generated and combined to solve a particular computational intelligence problem. An important feature of the proposed technique is that it is able to automatically find the optimal number of clusters (i.e., the number of clusters does not have to be known in advance) even for very high dimensional data sets, where tracking of the number of clusters may be highly impossible. The proposed Optimal Associative Clustering algorithm using genetic algorithm and bayes factor for precision is able to outperform two other state-of-the-art clustering algorithms in a statistically meaningful way over a majority of the benchmark data sets. The result of the proposed optimal associative clustering algorithm is compared with one existing algorithm on two multi dimensional datasets. Experimental result demonstrates that the proposed method is able to achieve a better clustering solution when compared with existing algorithms.
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1. INTRODUCTION

Distributed computing and data mining are nowadays almost ubiquitous[1,2]. Authors propose methodology of distributed data mining by combining local analytical models (built in parallel in nodes of a distributed computer system) into a global one without necessity to construct distributed version of data mining algorithm. Different combining strategies for clustering and classification are proposed and their verification methods as well. Data mining means extracting hidden, previous unknown knowledge and rules with potential value to decision from mass data in database [1,2]. Association rule mining is a main researching area of data mining area, which is widely used in practice. With the development of network technology and the improvement of level of IT application, distributed database is commonly used. Distributed data mining is mining overall knowledge which is useful for management and decision from database distributed in geography. It has become an important issue in data mining analysis. Distributed data mining can achieve a mining task with computers in different site on the internet. It can not only improve the mining efficiency, reduce the transmitting amount of network data, but is also good for security and privacy of data. Based on related theories and current research situation of data mining and distributed data mining, this thesis will focus on analysis on the structure of distributed mining system and distributed association rule mining algorithm[25,6].

Clustering can be defined as the process of partitioning a set of patterns into disjoint and homogeneous meaningful groups, called clusters[1,2]. The growing need for distributed clustering algorithms is attributed to the huge size of databases that is common nowadays[6,26]. Clustering is a “grouping a collection of objects into subsets or clusters, such that those within one cluster are more closely related to one another than objects assigned to different clusters”, is a fundamental process of Data Mining. In particular, clustering is fundamental in knowledge acquisition. It is applied in
various fields including data mining, statistical data analysis, compression and vector quantization. Clustering is, also, extensively applied in social sciences.

The task of extracting knowledge from large databases, in the form of clustering rules, has attracted considerable attention. The ability of various organizations to collect, store and retrieve huge amounts of data has rendered the development of algorithms that can extract knowledge in the form of clustering rules, a necessity. Distributed clustering algorithms embrace this trend of merging computations with communication and explore all the facets of the distributed computing environments. Thus a distributed algorithm must take under consideration that the data may be inherently distributed to different loosely coupled sites connected through a network.

Lately, big data clustering has been widely studied in many areas, together with statistics, machine learning, pattern recognition, and image processing [13-15]. In the regions, the scalability of clustering techniques and the methods for big data clustering much vigorous research has been dedicated. Different techniques has been introduced to overcome the problems happened in large database clustering, including initialization by clustering a model of the data and by means of an initial crude partitioning of the complete data set [7]. On the other hand, the most well-known representatives are partitioning clustering techniques such as CLARANS [11]; hierarchical clustering techniques such as BIRCH [10]; grid clustering techniques such as STING [8] and WAVECLUSTER [9]. Each technique has its benefits and shortcomings. For processing very large databases they are not appropriate. It is hard to obtain both high precision and competence in a clustering algorithm of large data. The two targets the entire time clash with each other. The power of a single computer is not sufficient in order to process massive data sets. Parallel and allocated clustering is the key method. In a distributed environment, it will be extremely scalable and low cost to do clustering.

In this paper, we propose an associative constraint based data clustering using multi-dimensional data. Bayes factor is employed to constraint based data clustering process in this paper. Additionally, genetic algorithm is used to obtain optimal clustering results. We evaluate the proposed algorithm on two real-world multi-dimensional data provided by UCI Machine Learning Repository. The remainder of this paper is organized as follows. Section 2 provides a review of related works. In section 3 explains basic concept of associative clustering. In section 4 focus on efficient implementation of proposed Associative Constraints Based Optimal Clustering algorithm. We devote section 5 to the experimental evaluation of our algorithm. Finally, we conclude in section 6.

II. REVIEW OF RELATED WORKS

In past, the cluster analysis has been widely applied to many areas such as medicine, chemistry, social studies, and so on. The main goal is to identify structures or clusters present in the data. Existing clustering algorithms can be classified into two main categories: hierarchical method and partitioning methods. Hierarchical methods are either agglomerative or divisive. Given n objects to be clustered, agglomerative methods begin with n clusters. In each step, two clusters are chosen and merged. This process continuous until n clusters is generated. While hierarchical methods have been successfully applied to many biological applications, they are well known to suffer from the weakness that they can never undo what was done previously. Once an agglomerative method merges two objects these objects will never be re-grouped into the same cluster.

In contrast, given the number k of partitions to be found, a partitioning method tries to find the best k partitions of the n objects. It is very often case that the clusters found by a partitioning method are of higher quality than the k clusters produced by a hierarchical method. Because of this property developing partitioning methods has been one of the main focuses of cluster analysis research. Indeed, many partitioning method has been developed, some of them based on k-means, some on k-mediod, some on fuzzy analysis, etc. Among them, we have chosen the k-medoid methods as the basis of our algorithm for the following reasons. First one unlike many other partitioning methods, the k-medoid methods are very robust to the outliers. Second, clusters found by k-medoid methods do not depend on the order in which the objects are examined. Furthermore, they are invariant with respect to the translations and orthogonal transformations of the data points. Last but not the least, experiments have shown that the k-medoid methods described below can handle very large data sets quite efficiently. Now we represent the two best known k-medoid methods on which the proposed algorithm is based.
A. PAM
Partitioning around methods was introduced by the Kaufman and Rousseeuw. PAM’s approach is to conclude a representative object for each cluster to find the k clusters. This representative object is called as medoid, is meant to be the most centrally located object within the cluster. Once medoid have been selected, each non-selected is grouped with the medoid to which it is the most similar. More precisely, if Oj is a non-selected object, and Om is a selected medoid, we say that Oj belongs to the cluster represented by Om, if d (Oj, Om) = minO d (Oj, Om), where the notation minO denotes the minimum over all medoids Oe, and the notation d (O1, O2) denotes the dissimilarity or the distance between objects O1 and O2. All the dissimilarity values are given as inputs to PAM. Finally, the quality of clustering is measured by the average dissimilarity between an object and the medoid of its cluster. To find the k medoids, PAM begins with an arbitrary selection of k objects. Then in each steps, a swap between a selected object Om and non-selected object Op is made, as long as such a swap would result in an improvement of the quality of the clustering.

Algorithm PAM

1. Select k representative objects arbitrarily.
2. Compute TCmp for all pairs of objects Om, Op where Om is currently selected and Op is not.
3. Select the pair Om, Op which corresponds to minOm, Op TCmp. If the minimum TCmp is negative, replace Om and Op, and goes back to step ii.
4. Otherwise, for each non-selected object, find the most similar representative object.

Experimental results show that PAM work satisfactorily for small data sets. But it is not efficient in dealing with medium and large data sets.

B. CLARA
Introduced by Kaufman and Rousseeuw to handle large data sets, CLARA relies on sampling. Instead of finding representative objects for the entire data set, CLARA draws a sample of the data set, applies PAM on the sample, and finds the medoids of the sample. The points are that if the sample is drawn in a sufficiently random way, the medoids of the sample would approximate the medoids of the entire data set. To come up with better approximations, CLARA draws multiple samples and gives the best clustering as the output. Here for accuracy the quality of a clustering is measured based on the average dissimilarity of all objects in the entire data set, and not only of those objects in the samples.

Algorithm CLARA
1. For i = 1 to 5 repeat the following steps:
2. Draw a sample of 40+2k objects randomly from the entire data set, and call algorithm PAM to find the k medoids of the sample.
3. For each object Oj in the entire data set, determine which of the k medoids is the most similar to Oj.
4. Calculate the average dissimilarity of the clustering obtain in the previous steps. If this value is less than the current minimum, use this value as the current minimum and retain k medoids found in step ii as the best of the medoids obtained so far.
5. Return to step I to start the next iteration.

In some state of the art the following concepts are used:
1. The introduction and development of CLARANS, which aims to use randomized searched to facilitate the clustering of a large number of objects;
2. A study on the efficiency and effectiveness of three different approaches to evaluate the exact separation distance between two polygons, the approach that over estimates the exact distance by using the minimum distance between the vertices, and the approach that under estimate the exact distance by using the separation distance between the isothetic rectangles of the polygons.

A. Ensemble Learning
An ensemble is itself a supervised learning algorithm, because it can be trained and then used to make predictions. The trained ensemble, therefore, represents a single hypothesis. This hypothesis, however, is not necessarily contained within the hypothesis space of the models from which it is built. Thus, ensembles can be shown to have more flexibility.
Ensembles combine multiple hypotheses to form a (hopefully) better hypothesis. In other words, an ensemble is a technique for combining many weak learners in an attempt to produce a strong learner. Ensemble learning is primarily used to improve the (classification, prediction, function approximation, etc.) performance of a model, or reduce the likelihood of an unfortunate selection of a poor one. Other applications of ensemble learning include assigning a confidence to the decision made by the model, selecting optimal (or near optimal) features, data fusion, incremental learning, non-stationary learning and error-correcting.

B. Distributed Data Mining Algorithms

Most DDM algorithms are designed upon the potential parallelism they can apply over the given distributed data. Typically the same algorithm operates on each distributed data site concurrently, producing one local model per site. Subsequently all local models are aggregated to produce the final model. In essence, the success of DDM algorithms lies in the aggregation. Each local model represents locally coherent patterns, but lacks details that may be required to include globally meaningful knowledge. For this reason, many DDM algorithms require a centralization of a subset of a local data to compensate it. Therefore, minimum data transfer is another key attribute of the successful DDM algorithm. Data mining deals with the problem of analyzing data in scalable manner. DDM is a branch of data mining that defines a framework to mine distributed data paying careful attention to the distributed data and computing resources. The development of data mining algorithms that work well under the constraints imposed by distributed datasets has received significant attention from the data mining community in recent years. Most distributed clustering algorithms have their foundations in parallel computing, and are thus applicable in homogeneous scenarios. They focus on applying centre-based clustering algorithms, such as K-Means, K-Harmonic Means and EM in a parallel fashion. Here we are discussing clustering algorithm called K-Means and will also try to focus partially on its distributed version clustering algorithm called DK-Means. It is proved that this algorithm achieves same result as of K-means. We are trying to focus on the areas like, how this algorithm works, what kind of results it will produce, what will be the limitations, which environment it will require, what will be the future scope and many more.

![Fig.1. Distributed Data Mining Framework](image)

A shown in Fig.1, the objective of DDM is to perform the data mining operations based on the type and availability of the distributed resources. It may choose to download the data sets to a single site and perform the data mining operations at a central location. However, that decision in DDM should be based on the properties of the computing, storage and communication capabilities. This is in contrast with the traditional centralized data mining methodology where collection of data at a single location prior to analysis is an invariant characteristic.
In the DDM literature one or two assumptions is commonly adopted as to how data is distributed across sites: homogeneously (horizontally partitioned) and heterogeneously (vertically partitioned). Both viewpoints adopt the conceptual viewpoint that the data tables at each site are partitions of a single global table.

- In the homogeneous case, the global table is horizontally partitioned the tables at each site are subsets of the global table: they have exactly the same attributes.
- In the heterogeneous case the table is vertically partitioned. Each site contains a collection or columns (sites do not have the same attributes). However, each tuple each site is assumed to contain a unique identifier to facilitate matching. It is important to stress that the global table viewpoint is strictly conceptual. It is not necessarily assumed that such a table was physically realized and partitioned to form the tables at each site.

Data mining algorithms that work well under the constraints imposed by distributed datasets has received significant attention from the data mining community in recent years. The field of DDM has emerged as an active area of study. The bulk of DDM methods in the literature operate over an abstract architecture which includes multiple sites having independent computing power and storage capability. Local computation is done on each of the sites and either a central site communicates with each distributed site to compute the global models or a peer-to-peer architecture is used. In the latter case, individual nodes might communicate with a resource centralized node but they perform most of the tasks by communicating with neighbouring nodes by message passing over an asynchronous network.

For example, the sites may represent independent sensor nodes which connect to each other in an ad-hoc fashion. Some features of a distributed scenario where DDM is applicable are as follows.

1. The system consists of multiple independent sites of data and computation which communicate only through message passing.
2. Communication between the sites is expensive.
3. Sites have resource constraints e.g. battery power.
4. Sites have privacy concerns.

Typically communication is a bottleneck. Since communication is assumed to be carried out exclusively by message passing, a primary goal of many DDM methods in the literature is to minimize the number of messages sent.

Some methods also attempt to load-balance across sites to prevent performance from being dominated by the time and space usage of any individual site. “Building a monolithic database in order to perform non-distributed data mining, may be infeasible or simply impossible” in many applications. The cost of transferring large blocks of data may be prohibitive and result in very inefficient implementations. Privacy plays an important role in DDM as some participants may wish to not share their data but still participate in DDM.

Data clustering is a data exploration technique that allows objects with similar characteristics to be grouped together in order to facilitate their further processing. Data clustering has many engineering applications including the identification of part families for cellular manufacture. Clustering is the process of partitioning or grouping a given set of patterns into disjoint clusters. This is done such that patterns in the same cluster are alike and Patterns belonging to two different clusters are different. Clustering has been a widely studied problem in a variety of application domains including neural networks, AI, and statistics.

The task of extracting knowledge from large databases, in the form of clustering rules, has attracted considerable attention. The ability of various organizations to collect, store and retrieve huge amounts of data has rendered the development of algorithms that can extract knowledge in the form of clustering rules, a necessity. Distributed clustering algorithms embrace this trend of merging computations with communication and explore all the facets of the distributed computing environments. Thus a distributed algorithm must take under consideration that the data may be inherently distributed to different loosely coupled
sites connected through a network. In a distributed computing environment the dataset is spread over a number of different sites. Thus, let us assume that the entire dataset $X$ is distributed among $m$ sites each one storing $X_i$ for $i = 1; \ldots \ldots m$, so $X = \bigcup_{i=1}^{m} X_i$. Furthermore let us assume that there is a central site $O$ that will hold the final clustering results.

III. ASSOCIATIVE CONSTRAINTS BASED OPTIMAL CLUSTERING ALGORITHM

Our proposed algorithm for associative constraints based optimal clustering algorithm mainly concentrate on the constraints based multi-dimensional data clustering. The constraints helps in identifying the right data to be clustered and the knowledge regarding the data also considered as a constraint which improves the accuracy of clustering. The associative clustering method help to identify relationship between the two clusters based on the constraint values.

**Input**: Multidimensional Data $D$

**Output**: Clustered Output

Intermediate processes: Subset formation and optimal Associative Constraint based data Clustering

**Parameters**:
- $D = \{d_{ij} | 0 \leq i \leq m \text{ and } 0 \leq j \leq n\}$ → Dataset having $n$ attributes
- $D_d$, Discretized data
- $F_{\text{max}}$ → Maximum value of every feature
- $F_{\text{min}}$ → Minimum value of every feature
- $N$ → dimensions
- $p$ → mapping = $p : R^N \rightarrow \bigcup_j R^{n_j}, n_j \leq N$
- $m, n$ → subsets
- $i, j$ → subspaces
- $I$ → Interval
- $d$ → Euclidean Distance
- $l$ → first $l$ no of shortest distances chosen for $m$th subset
- $p$ → point in a high dimensional data space

\[
\text{Dev}(k) = \frac{\text{Max}(d_k) - \text{Min}(d_k)}{2} \quad \text{Deviation for every k}
\]

**Start**

for all $d_{ij} \in D$
do
call Discretization
end

Discretization

Compute $F_{\text{max}}$, $F_{\text{min}}$
Normalize as:

0, $input < 1(\text{Dev}(k))$
1, $input < 2(\text{Dev}(k))$
2, $input < 3(\text{Dev}(k))$
4, $input < 4(\text{Dev}(k))$

$D_d$
Call Subset_formation
End
Subset_formation
Select P in space randomly
for all p
compute d
select first l for m
repeat
End

In our GA based optimal associative clustering algorithm, a chromosome representing the associative clustering task or process by two set of functions (dimensional selection and optimal cluster generation) is used and each chromosome is individually evaluated by using the fitness function. In the evolutionary loop, a set of individuals is chosen for evolutionary cross over and mutation. The possibility of evolutionary operator is chosen adaptively. The crossover operator converts two individuals (parents) into two offspring by joining parts from each parent. Now, single point crossover is used to convert two individuals. The mutation operator works on a single individual and forms an offspring by mutating that individual. On the basis of the fitness function and form the novel generation the recently generated individuals are assessed. The chromosome with the best fitness value is selected in every generation. The process ends after some number of generations either by the user or vigorously by the program itself, where the best chromosome acquired will be taken as the best solution. The best string of the last generation provides the solution to our clustering problem.

IV. RESULT AND DISCUSSION

The proposed clustering algorithm is executed in a windows machine containing configurations Intel (R) Core i5 processor, 3.20 GHz, 4 GB RAM, and the operation system platform is Microsoft Window7 Professional. Also, we have employed mat lab latest version (7.12) for implementation.

4.1 Dataset description

For the experimental results, two real-world datasets namely adult and census downloaded from the UCI Repository of Machine Learning Databases [29].

UCI Adult data: This is the annual income data consisting of 48842 instances (mix of continuous and discrete) or 45222 instances (if instances with unknown values are removed). Also, it contains 6 continuous, 8 nominal attributes and 1 class attribute. This is extracted from the census dataset.

UCI Census data: The census data has 2,458,284 records with 68 categorical attributes, about 352 Mbytes in total. It was derived from the US Census1990raw data set which was obtained from the (U.S. Department of Commerce) Census Bureau website using the Data Extraction System.

It seen that the proposed method is outperformed having the accuracy of 76.4%, which is high compared with existing algorithm only achieved 71.33% in subset 20. It is seen that using UCI census data, the proposed algorithm takes minimum time when compares with existing [23] for clustering process.
Experimental results on UCI adult data

### TABLE Ia
**ACCURACY PERFORMANCE OF ADULT DATASET: INITIAL SUBSET VS. ACCURACY**

<table>
<thead>
<tr>
<th>Initial subset</th>
<th>Existing</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>71.33</td>
<td>76.4</td>
</tr>
<tr>
<td>25</td>
<td>75.01</td>
<td>75.08</td>
</tr>
<tr>
<td>30</td>
<td>75.02</td>
<td>75.6</td>
</tr>
<tr>
<td>35</td>
<td>75.01</td>
<td>76</td>
</tr>
</tbody>
</table>

### TABLE IIa
**ACCURACY PERFORMANCE OF CENSUS DATASET: ACCURACY VS. INITIAL SUBSETS**

<table>
<thead>
<tr>
<th>Initial subset</th>
<th>Existing</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>71.11</td>
<td>76.44</td>
</tr>
<tr>
<td>25</td>
<td>72.11</td>
<td>72.24</td>
</tr>
<tr>
<td>30</td>
<td>72.12</td>
<td>72.34</td>
</tr>
<tr>
<td>35</td>
<td>72.11</td>
<td>75.89</td>
</tr>
</tbody>
</table>

Experimental results on UCI census data

### TABLE IIb
**TIME PERFORMANCE OF ADULT DATASET: TIME VS. INITIAL SUBSETS**

<table>
<thead>
<tr>
<th>Initial subset</th>
<th>Existing</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>14800</td>
<td>10000</td>
</tr>
<tr>
<td>25</td>
<td>11000</td>
<td>9000</td>
</tr>
<tr>
<td>30</td>
<td>8000</td>
<td>7000</td>
</tr>
<tr>
<td>35</td>
<td>4500</td>
<td>3000</td>
</tr>
</tbody>
</table>

### TABLE IIb
**TIME PERFORMANCE OF CENSUS DATASET: TIME VS. INITIAL SUBSETS**

<table>
<thead>
<tr>
<th>Initial subset</th>
<th>Existing</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>18000</td>
<td>16000</td>
</tr>
<tr>
<td>25</td>
<td>14000</td>
<td>10000</td>
</tr>
<tr>
<td>30</td>
<td>10000</td>
<td>8000</td>
</tr>
<tr>
<td>35</td>
<td>6000</td>
<td>4000</td>
</tr>
</tbody>
</table>
V. CONCLUSION

In this article, we propose an efficient approach to high-dimensional clustering using genetic algorithm. Then, by bays factor computation process associative constraint based clustering process was executed. Also, genetic algorithm is applied to optimization process to discover the optimal cluster results. The constraints based proposed algorithm assists in recognizing the right data to be clustered and the knowledge considering the data regarded as a constraint which enhances the precision of clustering. The data constraints furthermore assist in indicating the data related to the clustering task. Our experimental evaluation demonstrated that the proposed algorithm compares favorably to one existing algorithm on two multi dimensional dataset. Experimental results showed that the performance of this clustering algorithm is high, effective, and flexible.
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