INTRODUCTION
The use of object oriented software development techniques introduces new elements to software complexity both in software development process and in the final product. The backbone of any software system is its design. Object-oriented analysis and design are popular concepts in today’s software development environment. They are often heralded as the silver bullet for solving software problems [1][3]. The concepts of software metrics are well established, and many metrics relating to product quality have been developed and used. The metrics were selected on the basis of their ability to predict different aspects of object-oriented design (e.g. the lines of code metric predict a module’s size)[9][10]. Metrics (quantitative estimates of product and project properties) can, if defined from sound engineering principles, be a precious tool for both project management and software development [15] two of the pioneers in developing metrics for measuring an object-oriented design were Shyam R. Chidamber and Chris F. Kemmerer. In 1991 they proposed a metric suite of six different measurements that together could be used as a design predictor for any object-oriented language. Their original suite has been a subject of discussion for many years and the authors themselves and other researchers has continued to improve or add to the “CK” metric suite. Other language dependent metrics (in this report the Java language is the only language considered) have been developed over the past few years e.g. in ; they are products of different programming principles that describes how to write well-designed code[18][19]. One shouldn’t confuse metrics with measures. A metric is a quantitative property of software products (product metrics) or processes (process metrics) whose values are numbers — either integer or real in our current framework). A measure is the value of a metric for a certain product or process [3][4]. Any metric should be relevant related to some interesting property of the processes or products being measured: cost, estimated number of bugs, ease of maintenance [6][8]. A metric theory is a set of metric definitions accompanied with a set of convincing arguments to show that the metrics are relevant. Our purpose is simply to provide the basic tools that enable the development and application of good metric theories.

PROBLEM FORMULATION
Many object-oriented metrics have been proposed specifically for the purpose of assessing the design of a software system. However, most of the existing approaches to measuring these design metrics involve only some of the aspects of object oriented paradigms As a result, it is not always clear the design quality of code. We choose the metrics so that every aspect can be covered. Instead, we attempt to derive a set of indirect measures that lead to metrics that provide an indication of the quality of some representation of software [2]. In software, we need to identify the necessary metrics that provide useful information, otherwise the managers will be lost into so many numbers and the purpose of metrics would be lost. Hence, the objective of the study is to design a metric framework using structural mechanisms of the object-oriented paradigm as encapsulation, inheritance, polymorphism, reusability, Data hiding and message-passing that would be able to reflect the quality of a software system.

METHODODOLOGY
This paper is trying to get the data set of required Object Oriented metrics from the live projects of C++ from different software development houses. After extracting the metrics will find the correlation among the metrics and will get the set of independent metrics. After finding and removing different anomalies [17] of OO metrics. The resultant set is not measuring the redundant metrics values of projects. By the resultant set we will be able to check the quality of our object oriented language code. We will try to suggest this model set of object oriented metrics.

C.K. METRICS
Chidamber and Kemerer define the so called CK metric suite this metric suite offers informative insight into whether developers are following object oriented principles in their
design. They claim that using several of their metrics collectively helps managers and designers to make better design decision. CK metrics have generated a significant amount of interest and are currently the most well known suite of measurements for OO software. Chidamber and Kemerer proposed six metrics; the following discussion shows their metrics.

**Weighted Method per Class (WMC)**

It relates directly to the definition of complexity of an object. The number of methods and the complexity of methods involved are indicators of how much time and effort is required to develop and maintain the object. The larger the number of methods in an object, the greater the potential impact on the children, since, children will inherit all the methods in the object. A large number of methods can result in a too application specific object, thus limiting the possibility of reuse [17]. Since WMC can be described as an extension of the CC metric (if CC is used to calculate WMC) that applies to objects, its recommended threshold value can be compared with the upper limit of the CC metric.

**Depth of Inheritance Tree (DIT)**

DIT metric is the length of the maximum path from the node to the root of the tree. So this metric calculates how far down a class is declared in the inheritance hierarchy. [17] If DIT increases, it means that more methods are to be expected to be inherited, which makes it more difficult to calculate a class’s behavior. Thus it can be hard to understand a system with many inheritance layers. On the other hand, a large DIT value indicates that many methods might be reused.

**Number of children (NOC)**

This metric measures how many sub-classes are going to inherit the methods of the parent class. If NOC grows it means reuse increases. On the other hand, as NOC increases, the amount of testing will also increase because more children in a class indicate more responsibility. So, NOC represents the effort required to test the class and reuse.

**Coupling between objects (CBO)**

The idea of this metrics is that an object is coupled to another object if two object act upon each other. A class is coupled with another if the methods of one class use the methods or attributes of the other class. An increase of CBO indicates the reusability of a class will decrease. Thus, the CBO values for each class should be kept as low as possible [18]. CBO metric measure the required effort to test the class.

**Response for a Class (RFC)**

RFC is the number of methods that can be invoked in response to a message in a class. Pressman States, since RFC increases, the effort required for testing also increases because the test sequence grows. If RFC increases, the overall design complexity of the class increases and becomes hard to understand. On the other hand lower values indicate greater polymorphism. [17]

**Lack of Cohesion in Methods (LCOM)**

This metric uses the notion of degree of similarity of methods. LCOM measures the amount of cohesiveness present, how well a system has been designed and how complex a class is. LCOM is a Count of the number of method pairs whose similarity is zero, minus the count of method pairs whose similarity is not zero.

**RESULT**

Here the values of metrics are calculated for the jlib software using Columbus framework [16] [20]. After calculating the values of C.K. metrics, relation between these metrics is calculated using SPSS statistics. Each and every one of the metrics the minimum, maximum, mean, median and standard deviation were calculated on every source code. Parts of the results of the experimental study are presented in table.

**Descriptive Statistic of jlib**

<table>
<thead>
<tr>
<th></th>
<th>NOC</th>
<th>DIT</th>
<th>CBO</th>
<th>RFC</th>
<th>WMC</th>
<th>LCOM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>N</strong></td>
<td>461</td>
<td>461</td>
<td>461</td>
<td>461</td>
<td>461</td>
<td>461</td>
</tr>
<tr>
<td><strong>Mean</strong></td>
<td>.61</td>
<td>1.00</td>
<td>3.11</td>
<td>12.0</td>
<td>21.0</td>
<td>62.4</td>
</tr>
<tr>
<td><strong>Median</strong></td>
<td>.00</td>
<td>1.00</td>
<td>2.00</td>
<td>6.00</td>
<td>9.00</td>
<td>2</td>
</tr>
<tr>
<td><strong>Std. Deviation</strong></td>
<td>3.84</td>
<td>1.14</td>
<td>3.88</td>
<td>16.5</td>
<td>42.9</td>
<td>303</td>
</tr>
<tr>
<td><strong>Minimum</strong></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Maximum</strong></td>
<td>69</td>
<td>5</td>
<td>23</td>
<td>141</td>
<td>410</td>
<td>4892</td>
</tr>
</tbody>
</table>

Each metric was collected from different classes in the system. Since all metrics Measure something related to program code and its components, it’s likely to expect that some correlation exists. Taking this statement into account correlation between the metrics are calculated and a significant value of these metrics is calculated.

<table>
<thead>
<tr>
<th></th>
<th>NOC</th>
<th>DIT</th>
<th>CBO</th>
<th>RFC</th>
<th>WMC</th>
<th>LCOM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>N</strong></td>
<td>461</td>
<td>461</td>
<td>461</td>
<td>461</td>
<td>461</td>
<td>461</td>
</tr>
<tr>
<td><strong>Pearson</strong></td>
<td>.015</td>
<td>1</td>
<td>.618</td>
<td>.378</td>
<td>.216</td>
<td>.082</td>
</tr>
<tr>
<td><strong>Sig. (2-tailed)</strong></td>
<td>.744</td>
<td>.424</td>
<td>.005</td>
<td>.110</td>
<td>.000</td>
<td>.077</td>
</tr>
<tr>
<td><strong>N</strong></td>
<td>461</td>
<td>461</td>
<td>461</td>
<td>461</td>
<td>461</td>
<td>461</td>
</tr>
<tr>
<td><strong>N</strong></td>
<td>461</td>
<td>461</td>
<td>461</td>
<td>461</td>
<td>461</td>
<td>461</td>
</tr>
<tr>
<td><strong>Pearson</strong></td>
<td>.037</td>
<td>.618</td>
<td>1</td>
<td>.778</td>
<td>.581</td>
<td>.361</td>
</tr>
<tr>
<td><strong>Sig. (2-tailed)</strong></td>
<td>.424</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
</tr>
<tr>
<td><strong>N</strong></td>
<td>461</td>
<td>461</td>
<td>461</td>
<td>461</td>
<td>461</td>
<td>461</td>
</tr>
</tbody>
</table>
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Correlation is significant at the 0.01 level (2
tailed).**

Like NOC is significantly correlated with RFC and LCOM.DIT is significant correlated with CBO,RFC and WMC.Now Result of Jlib calculated with all metrics. We will neglect the those metrics whose of sig. value greater than .05.

Table 3: Coefficients

<table>
<thead>
<tr>
<th>Model</th>
<th>Unstd. Coefficients</th>
<th>Std. Coefficients</th>
<th>Collinearity Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>Std. Error</td>
<td>Beta</td>
</tr>
<tr>
<td>1</td>
<td>.647</td>
<td>.273</td>
<td>2.370</td>
</tr>
<tr>
<td>LCOM</td>
<td>-.005</td>
<td>.001</td>
<td>-.288</td>
</tr>
<tr>
<td>WMC</td>
<td>.120</td>
<td>.008</td>
<td>.949</td>
</tr>
<tr>
<td>RFC</td>
<td>-.108</td>
<td>.029</td>
<td>-.330</td>
</tr>
<tr>
<td>CBO</td>
<td>.199</td>
<td>.099</td>
<td>.143</td>
</tr>
<tr>
<td>DIT</td>
<td>-.286</td>
<td>.219</td>
<td>-.060</td>
</tr>
<tr>
<td>NOC</td>
<td>.046</td>
<td>.051</td>
<td>.033</td>
</tr>
</tbody>
</table>

**. Correlation is significant at the 0.01 level (2-tailed).

Now in this table we are having the metrics framework to detect the quality of the code. VIF is less than 10 and sig value is less than .05. This is a correct model

CONCLUSION

By analyzing metrics, a developer can correct those areas of software process that are the cause of software defects. Regarding the practical use of metrics to improve code design the same conclusion can be drawn; it can improve the design to some extent since the use of metrics can aid a developer to easily spot simple design flaws .CK metrics suite is a set of six metrics which capture different aspects of an OO design; these metrics mainly focus on the class and the class hierarchy. It includes complexity, coupling and cohesion as well.. Many metrics have been adapted from CK metrics suite. In this literature we discussed CK metrics elaborately and we also analyzed some of the CK metrics. In our analysis we found some result. These results suggest that four of the six of CK ‘s metrics (WMC, RFC, LCOM and CBO) are useful quality indicators for predicting fault-prone classes.
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