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ABSTRACT: Software cost estimation is the very basic step to start any project. It provides us the overview of effort, resources, and time required for a project in terms of cost. Project successes mostly depend on Cost estimation as it gives the initial idea of the path, challenges, and risk involved in the project. It is very difficult to match approximately the estimated with the actual cost. Efficient estimate can help us make more reliable decisions in planning the project risk. Cost estimation has become very important as it may lead to adverse results if the predicted estimates are wrong. In this model, we have proposed a value shrinking technique based on multilayer feed-forward neural network, and auto-associative clustering. The Kernel component analysis is log-linear regression functions calibrated with large data set with ordinary least squares. We have showed that Kernel component analysis can improve the estimation model accuracy by shrinking the input variables into an equivalent pattern and removing irrelevant variable, based on the COCOMOII data set. We have showed that the models obtained by applying Kernel component analysis are more persistent, acceptable, and dependable.
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I. INTRODUCTION

The procedure of calculating the plan, hard work, effort, size of the software solution, and overall cost associated with developing the software program application is referred to as software cost estimation. A cost estimation completed at the start of project can help decide which functions can be involved inside learning resource difficulties from the project. The risk of project is increases when the most important functions are involved at the end of the project. Thus, cost estimation may have a large effect on the life cycle and timetable for just a project. Which is among the most complicated work within managing as well as preserving software program, during the improvement method cost as well as time period evaluation performs an essential part inside software cost evaluation method. Cost evaluation to get a usual software project will start through first scoping as well as planning cycle of the project. This kind of earlier estimation connected with entire cost and implementation is extremely important because this specific estimation (both cost as well as time) is needed because feedback intended for primary uncooked affirmation as well as checking of the tasks overall improvement as well as health verify. After completion of all the work included, these kinds of estimations utilized with regard to project productivity review. Software cost estimation methods are divided in two categories:

A. ALGORITHMIC METHOD

Algorithmic models also called parametric models. These methods start using a formula to calculate the cost estimation. In this method costs are analyzed using mathematical formulae inputs with metrics to produce an estimated output. This method uses the mathematical equations to accomplish the application estimation. The exact equations use historical info or theory.
B. NON-ALGORITHMIC METHOD

In this method estimation process is done according to the analysis of previous datasets. Non-algorithmic methods usually do not use any formula to calculate the software cost estimation. This method makes comparison between previous dataset and existence dataset. After considering the categories of software cost estimation, we’ve proposed a novel concept of “Kernel Principle Component Analysis” (KPCA) which improves reliability and accuracy without applying the exhaustive procedures. This paper is organized in sections as listed below. Section I & II provides introduction and Literature review. Section III provides a brief overview of proposed method that is based on algorithmic and non-algorithmic methods. A brief introduction to the concept of KPCA that helps in increasing accuracy of software cost estimation without application of any exhaustive procedures is discussed in the same section. Section IV provides a brief overview of significance of proposed method. Section V includes analytical results of COCOMOII model. Conclusion and future scope is explained in sections VI & VII.

II. LITERATURE SURVEY

Software cost along with effort appraisal plays a crucial role inside software task management. Research of all the available literature shows there are many computer software cost appraisal methods readily available including gentle computing methods. Following section presents the review of the work done:“In this paper two methods with different technique used. In direct method size is measured in lines of code (LOC). In indirect method, size is represented as Function Points (FP).This technique improving the accuracy of software cost estimation model”. Dr.N.Balaji et.al. [1]“This paper provides overview of existing software cost estimation models and techniques. Cost estimation models are basically of two types: algorithmic and non-algorithmic. This paper presents the pros and cons of algorithmic and non-algorithmic method”. SwetaKumari et al.[2]“In this paper, the author explores the use of Perceptron learning rule to implement COCOMO II for effort estimation, so that the estimated effort is more close to the actual effort. In this paper technique used COCOMOII, Neural network, Perceptron learning algo”. RidhikaSharma et al. [3]“This paper uses new fuzzy logic method for improving the accuracy of software cost estimation model. The result of this model are compared with COCOMOII model. In this paper Technique used-Fuzzy Logic Model, COCOMOII Model”. Zia Uddin, et al. [4]. “In this paper the proposed neural networks model showed better software effort estimates as compared to traditional COCOMO.” – Anupamkaushik, et al. [5]. “In this paper several existing methods for software cost estimation are represented and all existing methods for software cost estimation and comparing their features. It is useful for selecting the Special method for each project Estimation technique used: SLOC, Function point size estimates COCOMO, Analogy, Neural network.”-Vahid, et al.[6]“This paper uses a new hybrid toolbox which is based on soft technique. Toolbox presenting a vital role it provide an efficient, flexible and user-friendly way of performing the effort estimation task”Ch.VMKet al. [7]. “This paper introduces novel model using fuzzy logic to estimate the effort required in software development. This model improving the accuracy of software cost estimation model which present the better accuracy as compared to other methods.”-J.N.V.R. Swarupkumar, et al. [8] “It provides an overview of economic analysis techniques and their applicability to software engineering and management. It reviews the field of software cost estimation, including the major estimation techniques available, the state of the art in algorithmic cost models, and the outstanding research issues in software cost estimation.”-Boehm B. W [15].

III. PROPOSED METHOD

Technology has become significant regions of organization improvement. A lot of the businesses rely upon technology such as computer systems & software. But also in another side organization likewise ponders the particular expenditure to be built on the software. A number of the businesses invest in brand new software whilst some of them acquire brand new software. In all of the these types of circumstances expenditure of your energy & money takes on a significant role so that it becomes necessary to help appraisal cost regarding software to be employed and also time period used for improvement.
The recommended methodology is based on Algorithmic & Non-algorithmic methods for instance Function position size estimation, COCOMO & Artificial network. The combination of all these kind of methods assists in estimating cost in the software.

Proposed system follows specific steps in which the flow is maintained. The details of each stage are mentioned below.

A. **INPUT ACTUAL DATASET COLLECTED AS PER PROJECT SPECIFICATION**

**Size:** It is essential part for software cost estimation. For predicting the size of the project function point estimation is better than SLOC. This method includes number of inputs, number of outputs, number of inquiries, number of logical files, number of interfaces by using this parameters we can find the projects complexity like simple, average, complex [6]

**Cost factors:** Boehm introduced a set of 17 cost drivers in the Intermediate COCOMO that adds accuracy to the Basic COCOMO.

The cost drivers are grouped in four categories:-

- **Product factors:** It is formulated with factors of product such as product complexity, reliability etc.
- **Computer factors:** It depends on Execution time constraint, main storage constraint etc.
- **Personnel factors:** It depends upon the ability of the programmer/analyst in development by using experience & knowledge.
- **Project factors:** It depends upon project features such as milestone, deliverables etc.

Above cost factors depends upon the rating values corresponding to real number known as effort multipliers (EM). Rating values having six levels: Very low, Low, Nominal, High, Very high, Extra high [6]

**Scale factors:** COCOMO II depends on the five scale factors such as Precedentedness (PREC), Developing Flexibility (FLEX), Architecture / Risk Resolution (RESL), Team Cohesion (TEAM) and Process Maturity (PMAT) [6].

**CLASSIFICATION USING KPCA**

**Why KPCA is better than PCA**

1. PCA does not supporting mean for multilayer neural network.
2. Large dataset like 0.000009 assume as non-linear value PCA does not take a nonlinear space value. KPCA allows us to identify the kernel principal directions in which the data varies with large variance.
3. PCA support explicit mapping that’s why PCA work with single layer neural network. In practice, a huge data set leads to a huge K, and storing K may become a problem. One way to deal with this is to perform clustering on your huge dataset, and populate the kernel with the means of those clusters.

4. KPCA support implicit mapping that’s why KPCA work with multilayer neural network.

Steps for calculating number of kernel principal component are given below [11].

To understand the utility of KPCA, particularly for clustering, observe that, while N points cannot in general be linearly separated in dimensions, they can almost always be linearly separated in dimensions. That is, given N points, if we map them to an N-dimensional space with \( \Phi(x) \) where \( \Phi : \mathbb{R}^d \rightarrow \mathbb{R}^N \).

In kernel PCA, a non-trivial, arbitrary \( \Phi \) function is ‘chosen’ that is never computed explicitly, allowing the possibility to use very high dimensional \( \Phi \) s if we never have to actually evaluate the data in that space. Since we generally try to avoid working in the \( \Phi \) space, which we will call the ‘feature space’, we can create the N-by-N kernel

\[
K = \Phi(x)\Phi(y) = \langle \Phi(x), \Phi(y) \rangle = \Phi(x)^T \Phi(y)
\]

We note that \( \Phi(x)^T \Phi(x) \) denotes dot product, which is simply the elements of the kernel \( K \). It seems all that’s left is to calculate and normalize the \( k \) ‘s, which can be done by solving the eigenvector equation

\[
N \lambda a = K a
\]

Where N is the number of data points in the set \( \lambda \) and \( a \) is the eigenvalues and eigenvectors of \( K \). Then to normalize the eigenvectors \( a^k \)’s, we require that

\[
1 = (a^k)^T a^k
\]

Care must be taken regarding the fact that, whether or not \( x \) has zero-mean in its original space, it is not guaranteed to be centered in the feature space (which we never compute explicitly). Since centered data is required to perform an effective kernel principal component analysis, we centralize \( K \) to become \( K' \)

\[
K' = K - \frac{1}{N}K - K\frac{1}{N} + \frac{1}{N}K\frac{1}{N}
\]

Where \( \frac{1}{N} \) denotes an N-by-N matrix for which each element takes value \( 1/N \). We use \( K' \) to perform the KPCA algorithm.

More important data in the project estimation is collected in the sample data set which consists of many important factors for effort estimating such as software size, effort, productivity, development progress of project, project attributes, platform attributes, scale attribute, architecture etc. Then quantify the data before processing the data. The sample data set should be preprocessed, because some data might get missed, in the mean time for calculating the eigenvalue we should compute correlation coefficient matrix by using KPCA and input values and finally we should determine the number of kernel principal components based on size, cost factors and scale factors.
B. ARTIFICIAL NEURAL NETWORK

Artificial Neural Network is used in cost estimation due to its ability to learn from existing dataset. A basic neural network includes a number of inputs that are applied by some weights which are combined together to give an output. The steps used for cost estimation by using Delta feed-forward multi-layer ANN are summarized as follows [1]:

![Architecture of Delta feed-forward neural network](image)

**Figure 2: Architecture of Delta feed-forward neural network**

**Step1:** The input layer receives input signal i.e. principal components and sends it to the hidden layer.

**Step 2:** It includes data training.

Training algorithm includes following steps:

a. Choose the training sample i.e. kernel principal components and train it with sample dataset in matrix form.

b. Determine error in hidden layer but there is less chances of error because KPCA provides exact eigenvalue.

c. If error occurs then update the neural network weights.

d. Repeat until the neural networks error is sufficiently small after an epoch is complete

**Step3:** Output layer sends size, effort multiplier and scale factor rating values to COCOMOII by using activation function as shown in figure 2.

C. COCOMO II

COCOMOII is the latest version of COCOMO. COCOMO dataset includes 63 historical projects and COCOMOII dataset includes 161 historical projects. The estimated effort in person-months (PM) for the COCOMOII is given as:

\[
Effort = A \times \{\text{SIZE}\}^E \times \prod_{i=1}^{17} EM_i
\]

Where \( E = B + 0.01 \times \sum_{j=1}^{5} SF_j \) \( A = 2.94, B = 0.91 \)

\[Time = C \times (Effort)^F \] Where \( F = D + 0.2 \times 0.01 \times \sum_{j=1}^{5} SF_j \) \( C = 3.67, D = 0.28 \) [2]

\[People = \frac{Effort}{Time} \] [3]

COCOMOII uses function point size estimate for calculating the size of the software and composes of 17 Effort multipliers and 5 scale factors (SF) [4]
Cost = Effort * Average salary per unit time + Other expenses [4]

V RESULT AND DISCUSSION

We will try to get results using formulae’s mentioned below for COCOMO model and using trained dataset we will get the neural network result. Figure 3 displays the variation of estimated effort of COCOMO II, ANN. In the ANN, estimated effort in terms of ELOC, EFFORT, TIME, PEOPLE, and COST which is better as compared to COCOMOII model. In this way, Hybrid model will helps in improving the accuracy of software cost estimation.

Figure 3: Result and graph of COCOMO model and Neural network

Figure 4 presents Input Parameter of COCOMOII model, COCOMO II uses function point size estimation method for calculating the size of the software. It is composed of seventeen effort multipliers, five scale factors and four cost factors.
Figure 4: Input Parameter of COCOMOII model

Figure 5 displays result of neural network using training dataset and cost driver.

Figure 5: Neural network result

POTENTIAL SIGNIFICANCE OF THE PROPOSED MODEL

a. Support large domain space.

b. Learning using standard database: It uses standard rating values stored in sample data set which is provided by International software benchmarking standard group.

c. Very profound information is easily available.
IV CONCLUSION

By using proposed model the accuracy of cost estimation will be improved. Estimated cost can be very close to the actual cost. COCOMOII model used for calculating the effort, duration cost of the software. Neural network used for cost estimation due to its ability to learn from existing dataset. If KPCA is applied then it’s estimates is more accurate than COCOMOII and Neural network. KPCA has the advantage that reconstructs the PCA using kernel for assuming very small or large nonlinear value to construct the cluster for reduction for better feature extraction rate.

V FUTURE SCOPE

Presently software program design experts are becoming aware about effectively forecasting the cost and excellent with the application. Software program development has turned into a essential and important investment decision for many organizations. We can do comparison based study on all SVM model as ICA, PCA, KPCA, IKPCA.
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