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ABSTRACT: The rapid transition to nano scale ICs has led to the integration of high performance processors and high speed, digital wireless communication circuits. For a large WSN (Wireless Sensor Network), sensors are often hierarchically organized into clusters, each having its own cluster head (CH). Within a cluster, sensors transmit data to their CH, which in turn forwards the data to the sink, either directly or through a multi hop path through other intermediate CHs. The coverage time of the network is defined as the time until one of the CHs runs out of battery, resulting in an incomplete coverage of the sensing region. The maximization of the coverage time for a clustered wireless sensor network by optimal balancing of power consumption among cluster heads (CHs). Clustering significantly reduces the energy consumption of individual sensors, but it also increases the communication burden on CHs. To investigate this tradeoff, the analytical model incorporates both the intra and the inter cluster traffic. Using a Rayleigh fading channel model for inter-cluster communications, we provide optimal power allocation strategies that guarantee (in a probabilistic sense) an upper bound on the end-to-end (inter-CH) path reliability. Our allocation strategies account for the interaction between routing and clustering by considering the impacts of intra- and inter-cluster traffic at each CH. Two mechanisms are proposed for achieving balanced power consumption: the routing-aware optimal cluster planning and the clustering-aware optimal random relay. For both mechanisms, the problem is formulated as a signomial optimization, which can be efficiently solved using generalized geometric programming.

I. INTRODUCTION

Recent technological advances in micro- electronic-mechanics (MEMs) and the low-power wireless communications have paved the way for the deployment of dense wireless sensor networks (WSNs). Such networks are expected to play an important role in a wide range of applications, including motion detection, environment monitoring, military surveillance and reconnaissance, etc. [1]. Mass production of low-cost sensors necessitates powering them with limited-energy, often non-rechargeable batteries [2]. This makes energy consumption a critical factor in the design of a WSN and calls for energy-efficient communication protocols that maximize the lifetime of the network subject to a given energy budget.

In this paper, we investigate the maximization of the coverage time for a clustered wireless sensor network by optimal balancing of power consumption among cluster heads (CHs). Clustering significantly reduces the energy consumption of individual sensors, but it also increases the communication burden on CHs. For this, our analytical models incorporate both intra- and inter cluster traffic. Depending on whether location information is available or not, we consider optimization formulations under both deterministic and stochastic setups, using a Rayleigh fading model for inter-cluster communications. For the deterministic setup, sensor nodes and CHs are arbitrarily placed, but their locations are known. Each CH routes its traffic directly to the sink or relays it through other CHs. For the stochastic setup, we consider a cone-like sensing region with uniformly distributed sensors and provide optimal power allocation strategies that guarantee (in a probabilistic sense) an upper bound on the end-to-end (inter-CH) path reliability. Two mechanisms are proposed for achieving balanced power consumption in the stochastic case: a routing-
aware optimal cluster planning and a clustering-aware optimal random relay. For the first mechanism, the
problem is formulated as a signomial optimization, which is efficiently solved using generalized
geometric programming. For the second mechanism, we show that the problem is solvable in linear time. Numerical
examples and simulations are used to validate our analysis and study the performance of the proposed schemes.

II. DRAWBACKS OF EXISTING SYSTEM

For clusters with comparable area coverage and node density, the volume of intra cluster traffic is roughly the
same for all the clusters. On the other hand, the traffic relayed by different CHs is highly skewed; the closer a CH is to
the sink, the more traffic it has to relay, and thus the faster it drains its energy reservoir. Such an
imbalanced power consumption situation is essentially caused by most of the many-to-one
communication paradigm in WSNs that is the traffic from all the sensors is equally destined to the sink (see
Figure 1). If we do not take measures to deliberately balance power consumption at different CHs, a “traffic implosion”
situation will arise. More specifically, CHs that are closest to the sink will exhaust their batteries first. Reassigning sensors
to the next-closest CHs to the sink will simply increase the energy consumption of these CHs. As a result, they will
eventually be the second batch of CHs to run out of the energy. This process continues to the next level of CHs,
propagating from inside out eventually leading to early loss of coverage and partitioning of the topology.

![Figure 1: Traffic implosion in WSNs](image)

III. PROPOSED SYSTEM

Our goal in this paper is to design optimal power-allocation strategies that address this imbalance
by maximizing the coverage time, defined as the time until the CH runs out of battery. These strategies deliberately
offset the impact of the skewed load by appropriately adjusting the transmission range (equivalently, transmission
power, cluster size) of different CHs. Because the volume of relayed traffic is also affected by the underlying routing
scheme, a joint routing/clustering algorithm design methodology is needed to achieve the power balance among the

CHs. The additional energy consumption is attributed to the aggregation of intra-cluster traffic into a single stream
that is transmit-ted by the CH

and to the relaying of inter-cluster traffic from other CHs. Such relaying is sometimes desirable because of its power-
consumption advantage over direct (CH-to-sink) communication. Given the high density of sensors in common
deployment scenarios (a density of 20 sensors per cubic meter is not unusual [1]); the traffic volume coming from a CH
can be orders of magnitude greater than the traffic volume of an individual sensor. Even though the CH may
be equipped with a more durable battery than the individual sensors it serves, the large difference in power
consumption between the two can lead to shorter lifetime for the CH. Once the CH dies, no communications can
take place between the sensors in that cluster and the rest of the network.
IV. MAIN CONTRIBUTIONS


V. SYSTEM MODELS

A. Network Model

We consider a WSN that consists of two types of nodes: Type-I and Type-II nodes. Type-I nodes, which are called sensing nodes (SNs), are responsible for sensing activities. Such nodes are small, low cost, and disposable. They can be densely deployed across the sensing area. Neighboring SNs are organized into clusters. A Type-II node has a more powerful energy source and a stronger computing capability and is designated as CH. Type-II nodes are responsible for receiving and processing the sensing outcomes of SNs. A CH may collect data from intra cluster SNs, conduct signal processing on these raw data to create an application-specific view of the cluster, and then relay the fused data to the sink through intermediate CHs. The availability of location information is an appropriate assumption in many applications of WSNs (e.g., static WSNs in open regions). It can also apply to networks where sensors are first randomly deployed but later their locations become known, for example, through GPS-assisted mechanisms. Each sensing node (for brevity, a sensor) is assigned to one CH. The sensor generates traffic at an average rate of λ bits/sand sends it to its CH, which in turn delivers it to the sink directly or through other CHs (see Fig. 1).

We assume that each sensor has sufficient energy to communicate directly with its CH. This could be done by either transmitting at a high enough transmission power or using a low enough transmission rates (and thus a longer duration for each transmitted bit). Furthermore, we assume that the CH depletes its energy at a much faster rate than the sensors it serves. This assumption is justified by the low data rate and duty cycle of commonly used sensors (i.e., for most of the time, the sensor is put to sleep, in contrast to the CH, which is active most of the time). Accordingly, we focus our attention on energy depletion at CHs. From a strategic point of view, a CH is more critical to the coverage of the network than individual sensors.

We consider a cone-like sensing region Ψ of radius R and angle φ. The sink is located at the vertex, as shown in Figure 2. The region Ψ may either be an isolated sensing field or a part of a larger sensing field of a general shape (see remark later in this section). The cone-like geometry, albeit idealistic, serves as a basis for understanding the intrinsic tradeoffs involved in a joint clustering/routing optimization framework. In addition, it still captures the fundamental traffic-implosion phenomenon in general WSNs. It has been widely used in the analysis of sensor networks. For example, a circular region (which is a special case of a cone) was recently used in [23], [11]. Sensors are uniformly distributed across Ψ with density ρ. Due to energy considerations, only those sensors within distance r0 from the sink can communicate directly with the sink; all other sensors are organized into clusters and they communicate their data through their respective CHs. Like many distance-based (or equivalently, received-signal-strength-based) cluster formation algorithms, we assume that each CH is located at the center of its cluster.
B. Channel Model

We use a Rayleigh fading model to describe the channel between two CHs and also between a CH and the sink. At a transmitter–receiver separation, the channel gain is given by

$$h(x) = L(d_0)(x/d_0)^\xi$$

Because $\xi$ is random, the received signal is also random. Hence, correct reception of a signal can be guaranteed only on a probabilistic basis. In our work, we require that $P\{e_i \geq \tau\} \geq \delta_i$ for reliable reception, where $e_i$ is the energy of the received signal, $\tau$ is a predefined energy threshold, and $\delta_i$ is the required link reliability. For an end-to-end path of M links that experience independently and identically distributed fades, the overall path reliability, i.e., the probability of a successful end-to-end reception, is given by $M_\delta \geq \delta_i$.

Therefore, in order to guarantee path reliability the link reliability $\delta_i$ should be at least $\delta_r$. The assumption of link fading is justified by noting that the distance between consecutive CHs is much larger than the wavelength of the carrier for a system operating at 2.4 GHz, which is a typical value in current standards.

Remark: Although our model assumes a cone-like sensing area and a two-tier network structure, the analysis adequately captures the intrinsic interaction between inter- and intra-cluster traffic. In addition, we note that this cone shape is general enough to approximate many other shapes. For example, as shown in Figure 3, a cone can approximate the shapes of circle, triangle, square, and rectangle, respectively, when the angle $\varphi$ is properly set. The analysis can also be extended to handle a non-regularly-shaped region by covering it with a series of element shapes that can be approximated by cones, similar to the approach used in cellular networks (in cellular networks, the region is approximately covered by hexagons). A multi-layered organization of sensors, such as the “spine” hierarchy [12], can also be accommodated in our analytical framework. In this case, our analysis provides the optimal CH coverage time for the “base” layers and a sub-optimal coverage time for the whole network. The details of such extensions are beyond the scope of this paper and will be considered in a future work.

Figure 2: Cluster formation in cone like region

Figure 3: Approximate shapes by a cone
VI. PROPOSED MODEL SCHEMES

A. Clustering Algorithm

Let \( c^o = (c^o_1, \ldots, c^o_N) \) be the resulting optimal clustering vector. For \( i=1,2,3,\ldots,N \), CH \( i \) is assigned \( M^o_i = c^o_i/\lambda \) sensor nodes. Node assignment is done as follows. Sensor nodes are considered sequentially, one at a time. A given sensor is assigned to the closest CH, say \( i \), provided that the number of assigned sensors to CH does not exceed. If it does, then the next closest CH is considered, and so on. A pseudo code of the algorithm is given in Table I. Note that depending on the order in which sensors are considered in the algorithm, different assignments (clusters) may be produced. These assignments achieve the same coverage time, i.e., each of them minimizes the maximum power consumption among CHs. However, they differ in the total energy consumption of individual sensors.

The algorithm can be easily refined to reduce the total sensor-energy consumption of the initial node assignment. This is done as follows. First, we use the algorithm in Table I to produce an initial assignment. Such an assignment is optimal with respect to (11) but is not necessarily unique. Then, we consider swapping the cluster assignment of all pairs of sensors that belong to different clusters if this swapping results in a reduction in the total sensor-energy consumption in the network. Note that such swapping does not change the energy consumption of the corresponding CHs.

For each sensor in the first initial cluster, the number of pairs to be considered for swapping is, for a total off or all the sensors in the first cluster. A simple combinatorial argument shows that the total number of pairs to consider is bounded by, which is of low complexity.

Algorithm Output
We use the following example to illustrate the above node swapping process. Consider a network of 3 CHs (CH1, CH2, CH3) and 4 SNs (A, B, C, D). For SN X, we use the triple (i, j, k) to indicate the per-bit energy consumption of node X when X is assigned to one of the three CHs. For example, B (2, 4, 1) means that SN B requires 2, 4, and 1 Joules/bit to communicate with CH1, CH2, and CH3, respectively. Suppose that the per-bit energy consumptions of various SNs are: A(3, 4, 5), B(2, 4, 1), C(1, 3, 1), and D(2, 5, 4). Suppose that to achieve optimal clustering, CH1, CH2, and CH3 should be assigned 2, 1, and 1 SNs, respectively. According to the sequential node assignment procedure, the initial node-to-CH assignment is given by \{A, C\} \rightarrow CH1, \{D\} \rightarrow CH2, and \{B\} \rightarrow CH3, yielding a total energy consumption of 10Joules/bit. Now, we conduct node swapping between CH1 and other CHs. Four possible assignments can result from such swapping, as shown in Table II.

<table>
<thead>
<tr>
<th>No</th>
<th>Assignment</th>
<th>Energy Consumption (J/bit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>{A,D} \rightarrow CH1, {C} \rightarrow CH2, {B} \rightarrow CH3</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>{C,D} \rightarrow CH1, {A} \rightarrow CH2, {B} \rightarrow CH3</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>{A,B} \rightarrow CH1, {D} \rightarrow CH2, {C} \rightarrow CH3</td>
<td>11</td>
</tr>
<tr>
<td>4</td>
<td>{B,C} \rightarrow CH1, {D} \rightarrow CH2, {A} \rightarrow CH3</td>
<td>13</td>
</tr>
</tbody>
</table>

Table II: Possible outcomes of node swapping

B. Routing-Aware Optimal Cluster Planning

Shortest-Distance Relay: In this scenario, traffic is relayed through the closest CH in the adjacent ring towards the sink. More specifically, a CH in the \(i^{th}\) ring receives traffic originating from its own cluster as well as traffic relayed from CHs in the \((i + 1)^{th}\) ring, and forwards the combined traffic to the closest CH in the \((i - 1)^{th}\) ring. Relaying continues hop-by-hop until the sink is reached. For the shortest-distance relay, we consider a routing-aware clustering mechanism that balances power consumption at different CHs.
Random Relay: In this scenario, a CH has the freedom to relay its data to the closest CH in any of the inner rings (this also includes the case of sending data directly to the sink). Let $a_{ij}$ be the fraction of the load that a CH in the $i^{th}$ ring transmits to the closest CH in the $j^{th}$ ring, where $0 \leq j < i$ and $j = 0$ denotes direct transmission to the sink. Where the $i^{th}$ row of $A$ represents the probabilities for relaying a packet at the $i^{th}$ ring to the closest CH in rings 0, 1, ..., $i - 1$. The matrix $A$ plays a critical role in balancing power consumption at different CHs. For example, increasing $a_{ij}$ will reduce the relayed traffic carried by all CHs in rings $j + 1, j + 2, \ldots, i - 1$. But this comes at the expense of higher power consumption at the CHs in the $i^{th}$ ring. By deliberately adjusting the relay probabilities at different CHs, a more balanced power consumption at different CHs can be achieved.

![Figure 6: Random relay scheme](image)

C. Routing-Aware Optimal Cluster Planning Scheme

Under this routing scheme, a CH in the $i^{th}$ ring transmits all of its data to the nearest CH in the $(i - 1)^{th}$ ring. Let $x_i$ be the physical distance between these two CHs. The expected transmission power is given by

$$P_{T1} = e_i (\lambda_{oi} + \lambda_{ti})$$

where $e_i$ is the transmission energy per bit for the under-lying CH. The expected communication power consumption of any CH at ring $i$ is given by

$$P_i = (e_{rx} + e_{lx} + e_{ui})(\lambda_{oi} + \lambda_{ti}).$$

Given $e_i$, the corresponding received energy $e_r$ is given by

$$e_r = e_i L(d_0) ^{x_i/d_0}.$$  

The link-reliability requirement can be expressed as

$$\bar{e}_i = \Pr(e_r \geq \tau) = \Pr \left\{ \frac{\lambda_{oi} x_i}{e_i L(d_0)} \leq \tau \right\} = e^{-\frac{\tau \cdot e_i L(d_0)}{\lambda_{oi}}}.$$
Clustering-Aware Optimal Random Relay Scheme

Under random relay routing with \( i \geq 2 \), the average power consumed to transmit data from any CH in the \( i \)th ring is

\[
P_{T_i} = e_{ni}(1 - a_i)(\lambda_{ci} + \lambda_{ri}) + e_{rdi} a_i(\lambda_{ci} + \lambda_{ri})
\]

where \( e_{ni} \) and \( e_{rdi} \) are the transmission energy per bit for relaying traffic to the nearest CH in ring \( i - 1 \) and for direct transmission to the sink, respectively. \( e_{ni} \) and \( e_{rdi} \) are derived as follows:

\[
e_{rdi} = \frac{-K t x_{di}}{L(d_0) d_n \log \delta_{p0}}
\]

\[
e_{rdi} = \frac{-(K - i + 1) t d_{ni}}{L(d_0) d_n \log \delta_{p0}}
\]

these optimal values to drive the simulations of the two proposed schemes. Our main performance metric is the maximum expected power consumption of a CH, \( P_{max} = \max (P_1, \ldots, P_K) \). The smaller the value of \( P_{max} \), the longer is the coverage time. We set the radius of the circular sensing region to \( R = 200 \) meters. Sensors are uniformly distributed throughout this range at density \( \rho = 1 \), i.e., the number of sensors in any area \( S \) follows a spatial Poisson distribution with parameter \( \rho S \). The number of CHs \( K \) is both the analysis and the simulations are set to \( i = 1 \). Ni, where Ni is obtained from (23) and \( K \) is given. The location of these CHs is also taken to be the same for the analysis and the simulations. However, in the simulations, clusters are not necessarily circular, and the notion of rings is not strictly followed. Instead, each sensor in a given simulation run is assigned to the nearest CH. As a result, two CHs that have the same distance to the sink may have different cluster sizes. Each sensor generates data according to a Poisson process of rate \( \lambda = 10 \) bits/seconds. Because of the randomness in the traffic and node locations, the powers consumed by different CHs that have the same distance to the sink may be different in the simulations. In this case, \( P_{max} \) is taken as the maximum.

For the first ring, there is no difference between relaying to the next CH and directly communicating with the sink. Therefore,

\[
P_{T_1} = e_{1d_1}(\lambda_{o1} + \lambda_{r1})
\]

\[
e_{1d_1} = \frac{K t d_{n1}}{-L(d_0) d_n \log \delta_{p0}}
\]

VII. NUMERICAL RESULTS AND SIMULATIONS

We now consider the stochastic scenario for a circular \( \theta = 360^\circ \) sensing region. We study the performance of the optimal cluster planning and optimal random relay schemes, and contrast them with the LB clustering approach. To get a clear picture of the advantages of adjusting the routing parameters, we use LB clustering for the random relay scheme. To validate the adequacy of our analytical results, we contrast them with simulations conducted under a more realistic setup (explained below). For the two proposed schemes, we use the analytical results to compute the optimal radius profile \( r^o \) and optimal relaying matrix \( A^o \). We use
Figures 7 depict $P_{\text{max}}$ versus the number of rings ($K$) for two path loss factors: $n = 2$. The transmit-plus-defective per-bit circuit energy is set to $e_c = e_{\text{nc}} + e_{\text{x}} = 180\text{Joule/bit}$. It is observed that the gap between the (approximate) analytical results and the simulations is reasonably small for all examined schemes, with the simulation results being slightly more conservative than the analysis. The disparity between the two is attributed in part to the approximate nature of the analysis and in part to the randomness in the packet generation process and the distribution of sensors within a CH. When $n = 2$, both the optimal cluster planning and the optimal random relay schemes result in significantly longer coverage times (smaller $P_{\text{max}}$ values) than the LB scheme. This phenomenon can be explained by comparing the optimal relaying matrices for $n = 2$ and $n = 4$. An example of these relaying matrices when $K = 5$ is listed below. It can be observed that when $n = 4$, the optimal random relay scheme prefers to relay most traffic to the CHs in the next ring towards the sink (the values along the diagonal of $A_{\text{on=4}}$ are close to one). This is because now the total power consumption is dominated by the transmission power ($P_{\text{T}}$)
which is highly nonlinear in the transmission distance. As a result, for the random relay scheme, only a small portion of the traffic at each CH is transmitted across intermediate hops; the rest is sent hop-by-hop, making the scheme’s behavior quite similar to the LB scheme. Therefore, when $n$ is large, the flexibility in choosing the next-hop CH offers little performance benefit.

Figure 9 depicts the total number of formed clusters $K(i=1, N)$ versus the number of rings ($K$) for the optimal cluster planning and the LB schemes. In addition to achieving a lower $P_{\text{max}}$ value (longer coverage time), optimal cluster planning also results in a smaller number of clusters, and hence reduced network-management overhead.

VIII. CONCLUSIONS AND FUTURE WORK

We considered the problem of coverage-time optimization by balancing power consumption at different CHs in a clustered WSN. Stochastic as well as deterministic network models were investigated in our analysis. Our study demonstrates the significance of simultaneously accounting for the impacts of intra- and inter-cluster traffic in the design of routing and clustering strategies. For the deterministic-topology scenario, we presented a joint clustering/routing optimization based on linear programming. For the stochastic scenario, two mechanisms for balancing power consumption were studied: the (routing-aware) optimal cluster planning and the (clustering-aware) optimal random relay. The control parameters in both mechanisms (radius profile and relay probabilities) were optimized with respect to the maximum power consumption of a CH. The optimization problems were formulated as signomial optimizations and linear optimization, which were efficiently solved using generalized geometric programming and linear programming, respectively. For tractability purposes, our analysis for the stochastic model is necessarily approximate, as it relies on several simplifying assumptions. Simulations were conducted to verify the adequacy of this analysis and demonstrate the substantial benefits of the proposed schemes in terms of prolonging the coverage time of the network. For simplicity, in our simulations we assumed a TDMA-like MAC. The implications of various types of MACs (e.g., CSMA/CA, TDMA, hybrid TDMA/CDMA, etc.) on our algorithms is an important issue and will be investigated in our future work. We will also consider extending the analysis to hierarchically clustered WSNs (e.g., the “spine” hierarchy).
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