AN EFFICIENT ARTIFICIAL BEE COLONY AND FUZZY C MEANS BASED CLUSTERING GENE EXPRESSION DATA
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ABSTRACT: Cluster analysis of gene expression data has proved to be a useful tool for identifying co-expressed genes as it partition a given data set into groups based on particular features. The gene microarray data are arranged based on the pattern of gene expression using various clustering algorithms and the dynamic natures of biological processes are generally unnoticed by the traditional clustering algorithms. To overcome the problems in gene expression analysis, novel algorithms for dimensionality reduction and clustering have been proposed. The dimensionality reduction of microarray gene expression data is carried out using Locality Sensitive Discriminant Analysis (LSDA). To maintain bond between the neighborhoods in locality, LSDA is used and an efficient metaheuristic optimization algorithm called Artificial Bee Colony (ABC) using Fuzzy c Means clustering is used for clustering the gene expression based on the pattern. The experimental results shows that proposed algorithm achieve a higher clustering accuracy and takes lesser less clustering time when compared with existing algorithms.
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I. INTRODUCTION

For the past few years, microarrays have emerged as a widely used technology for the monitoring of the expression levels of thousands of genes during various biological processes and functions. Extracting the hidden information in this huge volume of gene expression data is quite challenging, and, therefore the need for computationally efficient methods to mine gene expression data is a thrust area for the research community [1].

Moreover, it is a fact that, because of the complexity of the underlying biological processes, gene expression data attained from DNA microarray technologies are mostly noisy and have very high dimensionality. This scenario makes mining of such data very tough and challenging for prediction [3]. Several data mining techniques have been used to address the above mentioned challenge and clustering is one of the most popular tools found capable in analyzing the gene expression data with better accuracy. Clustering techniques identify the inherent natural structures and the interesting patterns in the dataset [2].

The purpose of clustering gene expression data is to reveal the natural structure inherent in the data. A good clustering algorithm should depend as little as possible on prior knowledge, for example requiring the predetermined number of clusters as an input parameter. Clustering algorithms for gene expression data should be capable of extracting useful information from noisy data. Gene expression data are often highly connected and may have intersecting and embedded patterns [4, 5]. Therefore, algorithms for gene-based clustering should be able to handle this situation effectively. Finally, biologist are not only interested in the clusters of genes, but also in the relationships (i.e., closeness) among the clusters and their sub-clusters, and the relationship among the genes within a cluster (e.g., which gene can be considered as the representative of the cluster and which genes are at the boundary area of the cluster) [6]. A clustering algorithm, which also provides some graphical representation of the cluster structure, is much favored by the biologist.

II. RELATED WORKS

K-means is a typical partition-based clustering algorithm used for clustering gene expression data. It divides the data into pre-defined number of clusters in order to optimize a predefined criterion. The major advantages of it are its simplicity and speed, which allows it to run on large datasets [8]. However, it may not yield the same result with each run of the algorithm. Often, it can be found incapable of handling outliers and is not suitable to detect clusters of...
arbitrary shapes. Self Organizing Map (SOM) is more robust than K-means for clustering noisy data. It requires the number of clusters and the grid layout of the neuron map as user input. Specifying the number of clusters in advance is difficult in case of gene expression data [9]. Moreover, partitioning approaches are restricted to data of lower dimensionality, with inherent well-separated clusters of high density. But, gene expression data sets may be high dimensional and often contain intersecting and embedded clusters.

Clustering methods for gene expression data should be capable of revealing the inherent structure of the data, extracting useful features from even noisy data, identifying the highly connected and embedded patterns in the data and finding the relationships between the clusters and their sub-clusters [7].

A hierarchical structure can also be built based on SOM such as Self-Organizing Tree Algorithm (SOTA) [10]. Another example of SOM extension is the Fuzzy Adaptive Resonance Theory (Fuzzy ART) [11] which provide some approaches to measure the coherence of a neuron (e.g., vigilance criterion). The output map is adjusted by splitting the existing neurons or adding new neurons into the map, until the coherence of each neuron in the map satisfies a user specified threshold.

K-nearest neighbor based density estimation technique is proposed [12]. Another density based algorithm proposed for in three phases: density estimation for each gene, rough clustering using core genes and cluster refinement using border genes. A density and shared nearest neighbor based clustering method is presented [13]. The similarity measure used is that of Pearson’s correlation and the density of a gene is given by the sum of its similarities with its neighbors. The use of shared nearest neighbor measure is justified by the fact that the presence of shared neighbors between two dense genes means that the density around the dense genes is similar and hence should be included in the same cluster along with their neighbors.

Fuzzy clustering approaches have received considerable focus recently because of their capability to assign one gene to more than one cluster (fuzzy assignment), which may allow capturing genes involved in multiple transcriptional programs and biological processes. Fuzzy C-means (FCM) is an extension of K-means clustering and bases the fuzzy assignment of an object to a cluster on the relative distance between the object and all cluster centroids. Many variants of FCM have been proposed in the past years, including a fuzzy clustering approach, FLAME [15], which detects dataset-specific structures by defining neighborhood relations and then neighborhood approximation of fuzzy memberships are used so that non-globular and nonlinear clusters are also captured.

III. METHODOLOGY

The proposed approach consists of two stages namely dimensionality reduction using Locality Sensitive Discriminant Analysis (LSDA) and clustering using MoABC.

A. Locality Sensitive Discriminant Analysis

A novel linear dimensionality reduction algorithm called Locality Sensitive Discriminant Analysis (LSDA). For the class of spectrally based dimensionality reduction techniques, it optimizes a fundamentally different criterion compared to classical dimensionality reduction approaches based on Fisher’s criterion (LDA) or Principal Component Analysis.

B. Locality Sensitive Discriminant Objective Function for Dimensionality Reduction

It is observed that naturally occurring data may be generated by structured systems with possibly much fewer degrees of freedom than the ambient dimension would suggest, a number of research works have been developed with the case considering when the data lives on or close to a submanifold of the ambient space [15]. Then, geometrical and discriminant properties of the submanifold from random points lying on this unknown sub-manifold should be estimated. In this paper, the particular question of maximizing local margin between different classes is considered.

The nearest neighbor graph G with weight matrix W characterizes the local geometry of the data manifold. It has been frequently used in manifold based learning techniques, such as [16, 17, 18]. However, this graph fails to discover the discriminant structure in the data.

Now consider the problem of mapping the within-class graph and between-class graph to a line so that connected points of $G_w$ stay as close together as possible while connected points of $G_b$, stay as distant as possible. Let $y = (y_1, y_2, \cdots, y_m)^T$ be such a map. A reasonable criterion for choosing a “good” map is to optimize the following two objective functions:
\[
\begin{align*}
\min & \sum_{ij} (y_i - y_j)^2 W_{wij} \\
\max & \sum_{ij} (y_i - y_j)^2 W_{b,ij}
\end{align*}
\]  

(1) (2)

Under appropriate constraints. The objective function on equation (1) on within-class graph incurs a heavy penalty if neighboring points \(x_i\) and \(x_j\) are mapped far apart while they are actually in the same class. Likewise, the objective function in equation (2) on between-class graph incurs a heavy penalty if neighboring points \(x_i\) and \(x_j\) are mapped close together while they actually belong to different classes. Therefore, minimizing equation (1) is an attempt to ensure that if \(x_i\) and \(x_j\) are close and sharing the same label then \(y_i\) and \(y_j\) are close as well. Also, maximizing (9) is an attempt to ensure that if \(x_i\) and \(x_j\) are close but have different labels then \(y_i\) and \(y_j\) are far apart. Hence the high dimensional data obtained above is reduced to gene expression data size. Hence it is utilized to cluster the input microarray gene data using MoABC.

C. Proposed Artificial Bees Colony Based Fuzzy Clustering

The modifications carried out to improve the basic ABC algorithm and its application used to achieve fuzzy clustering is been given in this section.

C. Fuzzy c-Means Clustering (FCM)

FCM is a clustering algorithm which allows one data may belong to two or more clusters. It is normally used in pattern recognition [19]. It is based on minimization of the following objective function (3):

\[
j_m = \sum_{i=1}^{N} \sum_{j=1}^{c} u_{ij}^m \|x_i - c_j\|^2, 1 \leq m < \infty
\]

(3)

Where,

\(m\) = is any real number greater than 1

\(u_{ij}\) = is the degree of membership of \(x_i\) in the cluster \(j\)

\(x_i\) is the \(i\)th of \(d\)-dimensional data

\(c_j\) is the cluster centre of \(d\)-dimensional data

\(\|x_i - c_j\|^2\) is the distance measured of similarity between the measured data and the cluster data

Fuzzy partitioning is carried out through an iterative optimization of the objective function with the update of membership \(u_{ij}\) and the cluster centres \(c_j\) by:

\[
u_{ij} = \frac{1}{\sum_{k=1}^{c} \left(\frac{\|x_i - c_j\|}{\|x_i - c_k\|}\right)^{m-1}}
\]

(4)

And

\[
c_j = \frac{\sum_{i=1}^{N} u_{ij}^m \cdot x_i}{\sum_{i=1}^{N} u_{ij}^m}
\]

(5)

This iteration will stop when,

\[
\max_{ij} \left\{u_{ij}^{(k+1)} - u_{ij}^{(k)}\right\} < \varepsilon
\]

(6)
\(\epsilon\) denotes a termination criterion between 0 and 1, whereas \(k\) are the iteration steps. This procedure converges to a local minimum or a saddle point of \(Jm\).

E. Artificial Bee Colony Algorithm

It is a swarm intelligent method which inspired from the intelligent foraging behaviour of honey bee swarms. It strength is its robustness and its simplicity. It is developed by surveying the behaviour of the bees is finding the food source which is called nectar and sharing the information of food source the bee which is present in the nest. In the ABC the artificial agents are classify into three types; such as employed bee, the onlooker bee and the scout each of the bee plays different role in the process. The employed bee stays on a food source and in its memory provides the neighbourhood of the food source. Each employed bee carries with her information about the food source and shares the information to onlooker bee. The onlookers bees wait in the hive on the dance area, after getting the information from employed bees about the possible food source then make decision to choose a food source in order to use it. The onlooker bees select the food source according to the probability of that food source. The food source with lower quantity of nectar that attracts less onlooker bees compared to ones with a higher quantity of nectar. Scout bees are searching randomly for a new solution. The employed bee whose food source has been abandoned it becomes a scout bee. The goal of the bees in the ABC model is to find the best solution. In the ABC algorithm the number of employed bees is equal to the number of onlooker bees which is also equal to the number of solutions. The ABC algorithm consist of a Maximum Cycle Number (MCN) during each cycle, there are three main parts:

- Sending the employed bees to the food sources and calculate their nectar quantities
- Selecting the food sources by the onlooker bees
- Determining the scout bee and discover a new possible food sources

1. Employed Bee: In the employed bee phase, each employed bee determines a new solution from the neighbourhood of the current food source (solution). The new food source (new solution) is calculated using equation (7).

\[
x_{ij}(t + 1) = \theta_{ij} + \varphi \left( \theta_{ij} + \varphi \left( \theta_{ij}(t) - \theta_{kj}(t) \right) \right)
\]  

(7)

\(x_{ij}\) represents the position of the \(i^{th}\) onlooker bee, \(\varphi\) denotes the iteration number, \(\theta_i\) represents the position of the \(i^{th}\) employed bee, \(\theta_k\) denotes randomly chosen employed bee, \(j\) represents the dimension of the solution and \(\varphi \theta(\cdot)\) produces a series of random variables in the range [-1,1]. The employed bee compared the current solution with the new solution and memorizes the best one by apply the greedy selection process. When all employed bees have finished this search process, then they share the fitness value (nectar information) and the position of the food source (solution) to the onlooker bees.

2. Onlooker Bee: In the onlooker bee phase, after getting the information about the nectar and position of the food source each onlooker bee selects a food source with a probability of higher nectar information. The movement of the onlookers is calculated using equation (8).

\[
P_i = \frac{F(\theta_i)}{\sum_{k=1}^{S} F(\theta_k)}
\]  

(8)

\(\theta_i\) denotes the position of the \(i^{th}\) employed bee, \(S\) represents the number of employed bees, and \(P_i\) is the probability of selecting the \(i^{th}\) employed bee. If the selected food source is better than the old solution then it is updated otherwise it keeps the old solution.

3. Scout Bee: If a food source position cannot be improved through fixed cycles, it is called ‘limit’, it means that the solution has been sufficiently exploited, and it may be removed from the population. In this case, the employed bee become scout bees determine a new random food source (solution) position using equation (9).

\[
\theta_{ij} = \theta_{ijmin} + r \cdot (\theta_{ijmax} - \theta_{ijmin})
\]  

(9)

\(r\) denotes a random number and \(r \in [0,1]\). If the new food source is better than the abandoned one, then the scout bee become an employee bee. This process is repeated until the maximum number of cycles (MNC) is reached. Based on the better fitness value the optimal solution is determined by the bee.

4. MoABC based FCM: In order to perform fuzzy clustering for image segmentation using the proposed MoABC-FCM algorithm, a population of SN \((z_1, z_2, z_3, \ldots, z_{SN})\) solutions is created, where SN is the number of employed bees or
onlooker bees. Each bee represents a potential solution of the fuzzy clustering problem. Each individual bee $z_i$ in generation $G$ is formulated using equation (10):

$$z_i(G) = (v_{i1}, v_{i2}, ..., v_{ic})^T,$$ subject to $1 \leq i \leq SN$

$c$ is the number of clusters and, $v_{ik}$ represents the $k^{th}$ cluster center for the $i^{th}$ bee.

The position of each individual bee $z_i$ of the population is initialized by randomly chosen cluster centers from the range $[g_{min}, g_{max}]$, where $g_{min}$ and $g_{max}$ are the minimum and the maximum gray levels in the image, respectively.

$$v_{ij} = g_{min} + rand(0,1)x(g_{max} - g_{min})$$

($i = 1, ..., SN$ and $j = 1, ..., c$) 

(11)

The fitness of a bee indicates the degree of goodness of the solution it represents. In this work, the bee’s quality is measured using the following objective function as in equation (12):

$$fit_i = \frac{1}{1 + f_i(U,V)}$$

(12)

And

$$f_i(U,V) = \sum_{j=1}^{c} \sum_{i=1}^{n} u_{jk}^i ||x_k - v_{ij}||^2$$

(13)

The smaller is $f_i$, the higher is the individual fitness $fit_i$ and the better is the clustering result. The goal of MoABC-FCM algorithm is to determine the optimal position in the search space that satisfies equation (13). When algorithm gets into convergence, it is converted into the optimal fuzzy partition matrix to a crisp partition matrix. The defuzzification is carried out by assigning each pixel to the cluster with the highest membership.

### IV. RESULTS AND DISCUSSION

The proposed technique for evaluating the microarray gene samples of human acute leukemia and colon cancer data are utilized [20]. The high dimensional gene expression data has been subjected to dimensionality reduction and so hence, dimensionality reduced gene data with dimensions has been obtained. Thus, LSDA is applied to identify informative genes and reduce gene dimensionality for clustering samples to detect their phenotypes.

<table>
<thead>
<tr>
<th>Types of Gene Data</th>
<th>Number of Samples</th>
<th>Number of Genes</th>
<th>Dimensionality Reduced Data with the aid of LPP</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALL</td>
<td>41</td>
<td>7139</td>
<td>41X41</td>
</tr>
<tr>
<td>AML</td>
<td>36</td>
<td>7128</td>
<td>36X40</td>
</tr>
<tr>
<td>COLON</td>
<td>68</td>
<td>3000</td>
<td>62X42</td>
</tr>
</tbody>
</table>

Source: Jacinth Salome and Suresh [23].

A sample of microarray gene dataset of three classes that has been used for testing which are given in the Table II. Clustering for microarray gene expression data whose amount is large can be fully calculated by determining the boundary of the clusters.

<table>
<thead>
<tr>
<th>Sample gene</th>
<th>ALL 16125 TA-Norel</th>
<th>ALL 23668 TA-Norel</th>
<th>AML SH-5</th>
<th>AML SH-13</th>
<th>AFFX-MurIL2</th>
<th>AFFX-MurIL10</th>
</tr>
</thead>
<tbody>
<tr>
<td>AFFX-CrxX-5_at(edogenous control)</td>
<td>-172A</td>
<td>-93A</td>
<td>-271A</td>
<td>-11A</td>
<td>20.6</td>
<td>-16</td>
</tr>
<tr>
<td>AFFX-CrxX-3_at(edogenous control)</td>
<td>52A</td>
<td>10A</td>
<td>-12A</td>
<td>112A</td>
<td>-8.7</td>
<td>41.2</td>
</tr>
<tr>
<td>AFFX-BioB-5_st(edogenous control)</td>
<td>-134A</td>
<td>159A</td>
<td>-104A</td>
<td>-176A</td>
<td>4880</td>
<td>26.2</td>
</tr>
</tbody>
</table>

Source: Jacinth Salome and Suresh [23].
While testing, when a gene dataset is given, the proposed technique has to identify its belonging cluster. Existing clustering algorithms, such as Fuzzy C-means and Fuzzy Possibilistic C-Means using EM approaches and also MoABC are applied both to group genes, to partition the samples in the early stage and have proven to be useful. The performance of each clustering algorithm may vary greatly with different data sets. Complete-link clustering method uses the smallest similarity within a cluster as the cluster similarity, and every data object within the cluster is related to every other with at least the similarity of the cluster. In order to test the performance of the data, N artificial m-dimensional feature vectors from a multivariate normal distribution having different parameters and densities are generated. Situations of large variability of cluster shapes, densities, and number of data points in each cluster are simulated.

<table>
<thead>
<tr>
<th>Type of Gene Data</th>
<th>Accuracy</th>
<th>Correlation</th>
<th>Distance</th>
<th>Error Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FCM</td>
<td>FPCM</td>
<td>EMFPCM</td>
<td>FCM</td>
</tr>
<tr>
<td>ALL</td>
<td>83.1</td>
<td>83.9</td>
<td>85.69</td>
<td>87.25</td>
</tr>
<tr>
<td>AML</td>
<td>80.06</td>
<td>81.02</td>
<td>83.84</td>
<td>85.12</td>
</tr>
<tr>
<td>COLON</td>
<td>79.0</td>
<td>79.9</td>
<td>81.96</td>
<td>83.04</td>
</tr>
</tbody>
</table>

Source: Jacinth Salome and Suresh [23].

From the Table III, it can be seen that the proposed technique MoABC has provided more accuracy, correlation and less distance and error rate rather than the other gene clustering techniques like FCM, FPCM etc. More accuracy and less error rate leads to effective clustering of the given microarray gene data to the actual class of the gene.

V. CONCLUSION

Genes involved in multiple biological processes (simultaneously) may play a major role in one process while playing a minor role in another process. The importance of a gene in multiple processes has potential important for further investigation. In this research paper, an effective microarray gene data clustering technique has been proposed with the features in LSDA and MoABC. Initially, the dimensionality of the microarray data has been reduced with the help of LSDA mechanism. And it has been tested by clustering the microarray gene expression data of human acute leukemia and colon cancer data. From the comparison, it is observed that the approach yields equally good results for the entire functional category. The comparative results have shown that the proposed technique possesses better accuracy, correlation and lesser distance, error rate than FCM, FPCM gene clustering techniques. Hence, the proposed MoABC approach for gene clustering has paved the way for effective information retrieval in the microarray gene expression data.
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