Analysis of Partitional Clustering Methods for Nonlinear Hybrid Dynamical Systems
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ABSTRACT: Nonlinear Hybrid Dynamical Systems (NHDS) are characterized by interacting dynamics of continuous and discrete domain. Application such systems has been reported in chemical systems, manufacturing systems, mechanical systems, electrical systems, telecommunication systems, automobile control and computer disk drive control. The nonlinear continuous dynamic in NHDS will change due to occurrence of some unknown discrete events. So, for identification of NHDS, it is required to classify the open loop data according to discrete events. Clustering is the process of organizing objects into groups whose members are similar in some way. A variety of algorithms have recently emerged that meet these requirements and were successfully applied to real life data mining problem. Fuzzy c-means (FCM) and k-means are commonly used partitional algorithm based on unsupervised learning methods. This paper focuses on the analysis of FCM and k-means partitional clustering methods for the single tank NHDS data classification.
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I. INTRODUCTION

Classical control theory makes use of models of dynamic systems, whose state evolution is described by smooth linear or nonlinear differential equations. However, many dynamical systems around us also depend on occurrences of discrete events along with the evolution of continuous dynamical states [1]. Systems which are characterized by interacting continuous-time nonlinear dynamics and discrete event dynamics are called the Nonlinear Hybrid Dynamical Systems (NHDS). When continuous and discrete elements work together in a process and there is a considerable relation between these elements, it is necessary to model dynamical elements. That is why in recently many researchers have concentrated their efforts on modeling and control of hybrid systems [2, 3].

Application of such hybrid dynamical systems have been reported in chemical systems, manufacturing systems, mechanical systems [4], telecommunication systems, automobile control and computer disk drive control among others. Thus, hybrid dynamical systems arise in a large number of application areas but the control of such hybrid dynamical systems is often based on heuristics resulting from plant operation. Several strategies that model the hybrid system by formally integrating the continuous and discrete variables have been presented in the literature [1-3]. For model identification of such combine dynamical systems, it is required classify the data according to discrete events. In [5-10], different clustering based data classification algorithms are used for hybrid dynamical systems. Clustering is the process of organizing data into groups whose members are similar in some way [11]. Clustered data can be in form of images, shopping items, patterns, observations, feature vectors, words, documents, shopping items etc. The goal is to divide the data-set in such a way that objects belonging to the same cluster are as similar as possible, whereas objects belonging to different clusters are as dissimilar as possible. Clustering constitutes an essential component of data mining, a process of exploring and analysing large amounts of data in order to get useful information.

Clustering is the unsupervised classification of patterns into groups [12]. In an unsupervised classification problem, no predefined classes are given but data objects or individuals should form a number of groups so that distances between a pair of objects within a group should be relatively small and those between different groups should be relatively large. Only some mathematical criteria can decide on the composition of clusters when classifying data-sets automatically. Therefore clustering methods are endowed with distance functions that measure the dissimilarity of presented example cases, which is equivalent to measuring their similarity. As a result one yields a partition of the data-set into clusters regarding the chosen dissimilarity relation. Clustering approach can used for the data mining, text mining, information retrieval, web analysis, marketing, medical diagnostics, computational biology and many other applications. A variety
of algorithms have recently emerged that meet these requirements and were successfully applied to real-life data mining problem [13]. In general clustering algorithms can be classified in to two categories: Hierarchical algorithms and Partitional algorithms. Hierarchical clustering algorithms produce a nested series of partitions based on a criterion for merging or splitting clusters based on similarity. Partitional clustering algorithms identify the partition that optimizes (usually locally) a clustering criterion [11]. Partitional methods have advantages in applications involving large data sets for which the construction of a dendrogram is computationally prohibitive. A problem accompanying the use of a partitional algorithm is the choice of the number of desired output clusters must be specified. The partitional techniques usually produce clusters by optimizing a criterion function defined either locally or globally. Partitional clustering algorithm mainly classified in to two kinds: k-means and fuzzy c-means algorithms.

The k-means clustering method is crisp partitioning, in which every given object is strictly classified into a certain group [14, 15]. The k-means clustering method is efficient for processing large data sets. The boundaries defined for the objects are very sharp and so is classified in one and only one cluster. The various modified k-means clustering based algorithms also proposed in [16, 17]. Fuzzy logic is logic of fuzzy sets; a Fuzzy set has, potentially, an infinite range of truth values between one and zero. Propositions in fuzzy logic have a degree of truth and membership in fuzzy sets can be fully inclusive, fully exclusive, or some degree in between. The fuzzy set is distinct from a crisp set that it allows the elements to have a degree of membership [18]. The core of a fuzzy set is its membership function. It is a function which defines the relationship between a value in the sets domain and its degree of membership in the fuzzy set. Fuzzy C-Means (FCM) algorithm of clustering allows one piece of data to belong to two or more clusters. This method developed by [19] and further improved by [20, 21], is frequently used in pattern recognition [20, 22].

The NHDS data set containing of both numeric and categorical values along with continuous dynamic, so we are interested in algorithm which efficiently provide partition of the data set of hybrid system. The aim of this paper is to analyse efficiency of the k-means and FCM partitional clustering algorithms for classification of hybrid dynamical system data according to discrete events. The structure of the paper is as follows. The k-means hard clustering algorithm for data classification of unsupervised data is presented in Section 2. The Fuzzy C-Means clustering algorithm for classification of unsupervised data is presented in Section 3. In Section 4, example of data classification of random data set using k-means and fuzzy c-means algorithms. Section 5 offers application of k-means and fuzzy c-means algorithm for classification of single tank NHDS. Finally, Section 6 summarizes the analysis of partitional clustering methods for hybrid system data classification and gives the future scope of this analysis.

II. K-MEANS CLUSTERING ALGORITHM

The k-means clustering algorithm referred as hard partitioning algorithm which approximates the maximum likelihood solution for determining the location of the means of a mixture density of component densities. Objects to be clustered are denoted by \( x_i = (x_{i1},..., x_{in}) \in \mathbb{R}^n; \ j = 1, ..., n; \) vectors in p-dimensional Euclidean space. Cluster centers are \( c_i = (c_{i1},..., c_{ip}) \); \( i = 1, ..., k, \) where \( k \) is the number of clusters. The abbreviated symbol \( C = (c_1,..., c_k) \) is used for complete collection of cluster centers. Given a set of \( n \)-observations in p-dimensional Euclidean space, k-means clustering aims to partition the \( n \)-observations in \( k \) sets (\( k < n \)) so as to minimize the within-Cluster Sum of Squares (WCSS). The objective function of the k-means clustering can be defined as [16, 17]:

\[
J(C) = \sum_{i=1}^{k} \sum_{j=1}^{n} \|x_j - c_i\|^2
\]  

(1)

where, \( c_i \) is the mean of points in the \( i \)th cluster. The first step to select \( k \) points as the initial value of cluster centers (means) as \( c_i' = (c_{i1}',..., c_{ip}') \) and the termination criteria \( \varepsilon \). Then assign all data points to their closest cluster center \( c_i \) based upon the Euclidean distance between each point and each cluster center denoted by:

\[
\mu_{ij} = \begin{cases} 
1, & \text{if } \|x_j - c_i'\|^2 \geq \|x_j - c_i\|^2 \\
0, & \text{elsewhere}
\end{cases}
\]  

(2)

For all \( i \neq i^*; i^* = 1, ..., k \). Now, each cluster center mean is recomputed as the average of the points in that cluster by:
Repeats (2) and (3) until \( |c_i^{t+1} - c_i^t| \leq \varepsilon \), the mean of cluster centers do not change.

The main advantages of this algorithm is its simplicity and speed which allows it to run on large data sets. Its disadvantage is that it does not yield the same result with each run, since the resulting clusters depend on the initial random assignments and thus represent a local minimum. It minimizes intra-cluster variance, but does not ensure that the result has a global minimum of variance. Another disadvantage is their performance may be compromised by the presence of outliers. The discreteness of each cluster makes the k-means analytically and algorithmically intractable.

The biggest drawback of a hard partitioning is the concept that it either includes a data point in a partition or strictly excludes it; there is no other chance for the data elements to be part of more than one partition at the same time. However, in natural clusters it is always the case that some of the data elements partially belong to one set and partially to one or more other sets. In order to overcome this limitation, the notion of fuzzy partitioning was introduced which is discussed in the next section.

### III. FUZZY C-MEANS (FCM) CLUSTERING ALGORITHM

Fuzzy logic is logic of fuzzy sets; a Fuzzy set has, potentially, an infinite range of truth values between one and zero. Propositions in fuzzy logic have a degree of truth and membership in fuzzy sets can be fully inclusive, fully exclusive, or some degree in between [18]. The fuzzy set is distinct from a crisp set that it allows the elements to have a degree of membership. The core of a fuzzy set is its membership function. It is a function which defines the relationship between a value in the sets domain and its degree of membership in the fuzzy set. Fuzzy C-Means (FCM) algorithm of clustering allows one piece of data to belong to two or more clusters. Objects to be clustered are denoted by \( x_j = (x_{j1},...,x_{jp}) \in \mathbb{R}^p; j = 1,..., n \), vectors in p-dimensional Euclidean space. Cluster centers are \( c_i = (c_{i1},...,c_{ip}) \), \( i = 1,..., k \), where \( k \) is the number of clusters. A set of \( n \) observations in \( p \)-dimensional Euclidean space, FCM clustering aims to partition the \( n \) observation in to \( k \) sets \( (k<n) \) so as to minimize within-cluster Sum of Squares (WCSS). The FCM minimizes the following objective function [19, 20]:

\[
J(C) = \sum_{i=1}^{k} \sum_{j=1}^{n} (\mu_{ij})^m ||x_j - c_i||^2
\]  

(4)

where, \( n \) is the number of data items, \( k \) is the number of clusters with \( 2 \leq k < n \), \( x_j \) is \( j \)-th measure data of \( p \)-dimension, \( \mu_{ij} \) is the degree of membership of \( x_j \) in the \( i \)-th cluster, \( m \in [1, \infty) \) is a weighting exponent which determines the degree of fuzziness of the resulting clusters, \( || \) is any norm expressing the similarity between any measured data and the center. For \( m = 2 \), this is equivalent to normalizing the membership linearly to make their sum 1. When value of \( m \) is close to 1, then cluster center closest to the point is given much more weight than the others and the algorithm is similar to k-means. The membership matrix \( U = [\mu_{ij}] \) and its elements must fulfill the following constraints:

- \( \mu_{ij} \in [0,1]; 1 \leq i \leq k, 1 \leq j \leq n \)
- \( \sum_{i=1}^{k} \mu_{ij} = 1; 1 \leq j \leq n \)
- \( 0 < \sum_{j=1}^{n} \mu_{ij} < n; 1 \leq i \leq k \)
First step of FCM algorithm is to select value of k, m and termination criteria \((\varepsilon \in [0, 1])\). Next step to select k points as the initial value of cluster centers (means) as \((c_1^t, \ldots, c_k^t)\). Now, find the membership matrix \(U\) by minimized the objective function given in (4) and obtained solution is

\[
\mu_{ij} = \left( \frac{1}{\sum_{l=1}^{k} \left( \frac{1}{\|x_j - c_l^t\|^m} \right)^{\frac{1}{m-1}}} \right)^{1-m} \]

(5)

Now find the vector of cluster center \(C\) by minimizing (4) and obtained solution is:

\[
c_i^{t+1} = \frac{\sum_{j=1}^{n} (\mu_{ij})^m x_j}{\sum_{j=1}^{n} \mu_{ij}^m} \]

(6)

Repeat (5) and (6) until it satisfy the termination criteria \(|c_i^{t+1} - c_i^t| \leq \varepsilon\).

The data points at the center of the cluster have maximum membership values and the membership gradually decreases when data points move away from the cluster center. Like the k-means, this algorithm also minimizes intra-cluster variance, but has the same problems as k-means, the minimum is a local minimum and the results depend on the initial choice of the cluster centers. It has better convergence properties as compare to k-means algorithm. The FCM needs to store \(U\) and all \(c_i\)'s and the alternating estimation of \(U\) and \(c_i\)'s causes a computational and storage burden for large-scale data sets [23].

**IV. CLASSIFICATION OF RANDOM DATA SET**

For the first analysis of above mentioned partitional clustering algorithms consider the example given in [24]. Four normally distributed random data sets with centers are \((0.125, 0.25)\), \((0.625, 0.25)\), \((0.375, 0.75)\) and \((0.875, 0.75)\), respectively, are generated for each of 200 samples. Now, above data sets are mixed together and generate the complete data set \(x_j = [X_j, Y_j]\) of 800 samples shown in Fig. 1. The data set \(x_j\) was clustered using k-means and FCM clustering algorithms with the assumption of four cluster centers.
Fig. 2(a) and Fig. 2(b) shows the results which were obtained using k-means and FCM algorithm, respectively. The cluster centers are shown as □, △, *, and O symbols. The FCM algorithm was used with fuzzy parameter m = 2 and termination criteria ε = 0.00001. Both the described clustering algorithms have been applied using Matlab software on the random data and the location of each cluster center derived. The final location of cluster center for each cluster using both the clustering algorithm shown in Table 1.

![Cluster results](image)

### Table I

<table>
<thead>
<tr>
<th>Original centers</th>
<th>FCM centers</th>
<th>K-means centers</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.125, 0.25)</td>
<td>(0.1344, 0.2592)</td>
<td>(0.1390, 0.2629)</td>
</tr>
<tr>
<td>(0.625, 0.25)</td>
<td>(0.6156, 0.2588)</td>
<td>(0.6119, 0.2615)</td>
</tr>
<tr>
<td>(0.375, 0.75)</td>
<td>(0.3849, 0.8227)</td>
<td>(0.3810, 0.8090)</td>
</tr>
<tr>
<td>(0.875, 0.75)</td>
<td>(0.8778, 0.7520)</td>
<td>(0.8759, 0.7515)</td>
</tr>
</tbody>
</table>

V. CLASSIFICATION OF SINGLE TANK NHDS

For identification of the NHDS it is required to classify the open loop data points according to their discrete events. Prior for identification of NHDS, data classification using clustering required selecting proper method for cluster given data. Both the partitional clustering algorithms are applied on single tank NHDS given in [9, 25] and obtained result was analyzed. A schematic diagram of the single tank NHDS was shown in Fig. 3. Given system has a hybrid characteristic due to it involves discrete event as water level inside the tank changed its height beyond 0.3 cm.

![Diagram of single tank NHDS](image)
Mass balance and Bernoulli law for the single tank nonlinear hybrid system given by (7) and (8):

\[
\frac{dA}{dt} = (u - K \sqrt{2gh}) \\
\text{if} \quad h \leq 0.3 \\
3A \frac{dh}{dt} = (u - K \sqrt{2gh}) \\
\text{if} \quad h > 0.3
\]

where, \( A = 0.0154 \, \text{m}^2 \) is the cross section of the tank and \( K = 2 \times 10^{-4} \, \text{m}^2 \) is the cross section of the outlet hole, \( u \) is the input flow rate, \( g = 9.81 \, \text{m/sec}^2 \) is the gravity constant and \( h \) is the level of the tank. The given hybrid single tank system is divided into two regions because the cross section of the tank changes when the level is higher than 0.3. A set of data set \( x_j = [h_j, u_j] \) are generated for the 1000 samples with sampling time 1 sec and by using a random input \( u_j \) with values between 0 and 0.001. A random bounded 3% error has been added to the measured level \( h_j \). The open loop simulated hybrid single tank response of input and output shown in Fig. 4. The FCM and k-means algorithms have been applied to data set \( x_j \) with the assumption that the system has two cluster centers. Cluster centers are shown as \( \square \) and \( \bigcirc \) symbols. The fuzzy clustering algorithm used with fuzzy parameter \( m = 2 \) and termination criteria \( \varepsilon = 0.00001 \). The k-means algorithm has been used with a termination criteria \( \varepsilon = 0.00001 \). Fig. 5(a) and Fig. 5(b), shows the partition results of the k-means and FCM clustering algorithm using the open loop data set of hybrid single tank system. In Table 2, the classification results for \( h \leq 0.3 \) and \( h > 0.3 \) given with the actual number of data point and number of data points partitioned using FCM and k-means algorithms.

![Fig. 4.Open loop simulated data of the hybrid single-tank system](image)

![Fig. 5. Hybrid single tank data classification with cluster centers](image)
TABLE III
CLASSIFICATION OF DATA POINTS

<table>
<thead>
<tr>
<th>Discrete State</th>
<th>Actual</th>
<th>FCM</th>
<th>K-means</th>
</tr>
</thead>
<tbody>
<tr>
<td>h ≤ 0.3</td>
<td>444</td>
<td>419</td>
<td>365</td>
</tr>
<tr>
<td>h &gt; 0.3</td>
<td>556</td>
<td>581</td>
<td>615</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

In this section analysis of the k-means and FCM partitional algorithms is carried out based on above two examples. Table 1 show that the average estimation error to locate the cluster centers using FCM is less as compare to k-means. Table 2 gives the information that the classification and misclassification error of given hybrid system data points for type 1 and type 2 regions. The k-means clustering method is easy to implement. The biggest drawback of the k-means clustering is the concept that it either includes a data point in a partition or strictly excludes it; there is no possibility for the data to be part of more than one partition at the same time. However, in natural clusters it is always the case that some of the data elements partially belong to one set and partially to one or more other sets. The FCM allow the data point to a part of more than one set using membership function. Aside from assigning a data point to clusters in shares, membership degrees can also express how ambiguously or definitely a data point should belong to a cluster. Compared with the k-means it is quite insensitive to cluster centers initialization and it is not likely to get stuck in an undesired local minimum of its objective function in practice. Given analysis useful forthe classification of open loop data for the NHDS, which is useful for identification and control of hybrid systems.
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