INTRODUCTION

Statistics implies both data and statistical methods. It can be considered as an art as well as science. Statistics can neither prove nor disprove anything. It is just a tool. Statistics without scientific application has no roots. Thus statistics may be defined as the discipline concerned with the treatment of numerical data derived from group of individuals. These individuals may be human beings, animals, or other organisms. Statistical method has two major branches mainly descriptive and inferential. Descriptive statistics includes measure of central tendency and variability. This type of statistics is commonly used to summarize data about sociodemographic and clinical features whereas inferential statistics is used to express the level of certainty about estimates and includes hypothesis testing, standard error of mean and confidence interval. Biostatistics is a branch of statistics applied to biological or medical sciences. It covers applications and contributions not only from health, medicines and nutrition but also from fields such as genetics, biology, epidemiology and many others.[1].

TYPES OF DATA

In research, it is necessary to study certain characteristics in a group of subjects, such as age, sex, socioeconomic group etc. Each of these characteristics may vary from person to person and is referred to as a variable. The values taken by these variables are referred to as data. Data collected during a study may fall in to one of the following three types of data:

(i) Nominal (categories, attributes), e.g., sex (male, female), religion (Hindu, Muslim, Christian and others), blood groups (O, A, B and AB), Yes/no type (patient responded or not, cured or uncured, hypertensive or normal, smoker or non-smoker).[2]

(ii) Ordinal (graded), e.g., severity of pain, itching or erythema may be graded as absent=0, mild=1, moderate=2, severe=3, socioeconomic status, degree of cigarette smoking (non-smoker, ex-smoker, light smoker, heavy smoker).[2]

(iii) Interval/ratio type (measurements), e.g., age, height, blood glucose levels, etc. [²].

STUDY DESIGN

The most important phase of any research is the planning and design phase, as a proper and complete study design...
constitutes the basis for healthy research. Errors, flaws and shortcomings, occurring in the planning stage can have a vast negative impact on the validity and reliability of research results, as they affect all subsequent stages of an investigation. Each study has some advantages and disadvantages. Randomized, controlled clinical trials are the most powerful designs possible in medical research. Biostatisticians can help us design our experiments in such a way that unexpected variables or events are less likely to sabotage our study. It can also help us determine the no. of measurements necessary for the level of evidence desired and determine the right experimental design for desired comparisons. So in other sense, meeting with a statistician we embark on data collection is like practicing preventive medicine.

**COMPILING THE DATA**

At the stage of compiling of data, firstly the data source should be decided; afterwards the inclusion of the data source, completeness and reliability should be examined carefully [3]. At the stage of compiling data, one of the most common errors occurs while using the data previously recorded and compiling them during secondary compiling. Researchers may not find the exact variable they will examine in the recordings. In that case the researchers may struggle to increase the number of data or try to change the structure of the data.

**DATA MANIPULATION**

Manipulation of the data can distort and alter the data, leading to misinterpretation and misrepresentation of the experimental results. The best approach to making figures is to be mindful of how we design our experiments so that we do not have to manipulate our data after the fact. If our data are not correctly organized, it is better to return the experiment with all the samples to get the lanes correct and get the right exposure.

**HYPOTHESIS**

The primary object of statistical analysis is to find out whether the effect produced by a compound under study is genuine and is not due to chance. Hence the analysis usually attaches a test of statistical significance. First step in such a test is to state the null hypothesis. In this we make assumption that there exist no differences between the two groups. Alternative hypothesis states that there is a difference between two groups.

1. **Type I Error (False positive)**

   It is the probability of finding a difference; when no such difference actually exists, which results in the acceptance of an inactive compound as an active compound. Such an error which is not unusual may be tolerated because in subsequent trials, the compound will reveal itself as inactive and thus finally rejected.

2. **Type II Error (False negative)**

   It is the probability of inability to detect the difference when it actually exists, thus resulting in the rejection of an active compound as an inactive. This error is more serious than type I error because once we labeled the compound as inactive, there is possibility that nobody will try it again. Thus an active compound will be lost [4].

3. **Power of Study**

   Power of study is very important while calculation of sample size. It can be calculated after calculation of study called as posteriori power calculation. This is very important to know whether study had enough power to pick up the difference if it existed. Any study to be scientifically sound should have at least 80% power. If power of study is less than 80% and the difference between groups is not significant, then we can say that difference between groups could not be detected, rather than “no difference” between the groups. If we increase the power of study, then sample size also increases. It is always better to decide power of study at initial level of research.

**LEVEL OF SIGNIFICANCE**

If the probability of an event is high, we say it is not rare but if the probability of an event is low, we say it is rare. In biostatistics a rare event is called significant, whereas a non-rare event is called non-significant. The p value at which we regard an event as enough to be regarded as significant is called significance level. In medical research most commonly p value less than 0.05 is considered as significant otherwise non-significant level [5].

**IMPORTANCE OF SAMPLE SIZE IN MEDICAL RESEARCH**

Sample is a fraction of the universe. Studying the universe is the best parameter. But when it is possible to achieve the same result by taking fraction of the universe, a sample is taken. Hence an adequate sample size is of prime importance in biomedical studies. If the sample size is too small, the study may fail to detect a true difference that actually exists. By convention the type II error should be 0.2 or 20% or less. Then the power of study will be 0.8 or 80% or more. If the sample size is too large, it may be concluded that even a very small difference is statistically significant but, in actuality this difference is not clinically significant. We
conclude that a difference exists but actually it does not exist. This is known as type I error, by convention this error should be 0.05 or 5% or less. A very large sample size also increases the cost and causes delay in completion of research project [6].

FACTORS INFLUENCING SAMPLE SIZE

Prevalence of particular event – If the prevalence is high, small sample can be taken and vice-versa. If prevalence is not known then it can be obtained by a pilot study.

CALCULATION OF SAMPLE SIZE

Calculation of sample size plays a key role while doing any research. Before calculation of sample size, following five points are to be considered very carefully. First of all we have to assess the minimum expected difference between the groups. Then we have to find the S.D. of the variables. Now set the level of significance (generally set as p<0.05) and power of study. After deciding all these parameters, we have to select the formula from computer programs to obtain the sample size. Various software are available free of cost for calculation of sample size and power of study.

SAMPLING

A statistician is often dealing with inferential methods, it is important that the characteristics of a small sample be a true indication of the characteristics of the population about which he may make generalized conclusions. For the sample to be representative of the population it must be obtained in such a way that no bias enters into its selection. For greatest likelihood of this being the case every individual in the population must have the same chance of being selected for the sample. There are many methods of sampling, and the choice of particular method is up to the discretion of the researcher. For all sampling methods particular simple random sampling is used unconsciously. To represent the population by the sample, determining the subjects that will be included in the sample is the next stage that requires attention after deciding the appropriate sampling technique [7,8]. So the criterion of the selection must be clearly determined. One of the most common errors in selection of the subject is collecting the units by different researchers who are not in the research group. Selection type of the units to the sample is also defined due to the research subject. The misrepresentation of non-probability sampling as random sampling has important implications [9]. Random sampling methods are used when a sample of subjects is selected from a population of possible subjects in observational studies, such as cohort, case control and cross sectional studies [10]. Especially in the studies that are made in order to get the knowledge about the population, probability sampling is inevitable. But in some cases researchers make mistakes by not using probability techniques. So constructing probability sampling or non-probability sampling due to the research subject should be examined very carefully. For that a biostatistician plays a big role.

OUTLIERS

Sometimes when we analyze the data one value is very extreme from the others. Such value is referred as outliers. This could be due to two reasons. Firstly the value obtained may be due to chance; in that case, we should keep that value in final analysis as the value is from the same distribution. Secondly it may be due to mistakes; in such cases these values should be deleted, to avoid invalid results.

HOW TO CHOOSE AN APPROPRIATE STATISTICAL TEST

The following Table 1 is a good representation for selecting a statistical test.

<table>
<thead>
<tr>
<th></th>
<th>Non parametric test</th>
<th>Parametric test</th>
</tr>
</thead>
<tbody>
<tr>
<td>One Group</td>
<td>Chi square goodness of fit</td>
<td>Wilcoxon signed rank test</td>
</tr>
<tr>
<td>Two unrelated groups</td>
<td>Chi square</td>
<td>Wilcoxon rank sum test, Mann Whitney test</td>
</tr>
<tr>
<td>Two related groups</td>
<td>Mc Nemar’s test</td>
<td>Wilcoxon signed rank test</td>
</tr>
<tr>
<td>K unrelated groups</td>
<td>Chi square test</td>
<td>Kruskal Wallis, One way analysis of variance</td>
</tr>
<tr>
<td>K related groups</td>
<td>Friedman’s matched samples</td>
<td>ANOVA with repeated measurements</td>
</tr>
</tbody>
</table>

STATISTICAL SOFTWARE

If the researchers do not consult a statistician and if they do not have adequate statistics knowledge, one of the most common errors is the error sourced from the statistical software which makes the statistical analysis easier. There is much statistical software available for carrying out the analysis; one of the most popular software is SPSS. But it has some drawbacks because it has not covered the following topics such as Power Analysis, Time Series Analysis, Sample Size Calculations, Direct computations from contingency tables, Limited Programming options, Lacking in effective Control Charts presentations, Simulation, Vital
CONCLUSION

The role of statistics or a statistician in biomedical research should start at a very early planning stage of an experiment or a clinical trial to establish the design and size of a study that will ensure a good prospect of detecting effects of clinical or scientific value. Statistics analyses data to make inferences applicable in a wider population. Advanced research work demands applied statistical methods which include the formulation and testing of mathematical models to make relevant inferences from observed data. Application of such advanced methods require a clear understanding of the purpose of research and the anticipated goals before any conclusions are arrived at based upon the statistical tools employed. Better structured study programs should build the basic understanding in biomedical scientists and medical graduates and help seamless exchange of ideas between the statistician and the biomedical researcher.
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