DENOISING USING SOFT THRESHOLDING
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Abstract: This paper presents a comparative study of different wavelet denoising techniques and the results obtained were examined. The denoising process rejects noise by thresholding in the wavelet domain. It is observed that ‘rigsure‘ method gives optimum performance. Discrete wavelet transform has the benefit of giving a joint time-frequency representation of the signal. Also it is suitable for both stationary and non stationary signals and is the most appropriate system in the field of signal detection. Discrete wavelet transform is implemented through multi resolution analysis and digital filter banks
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I. INTRODUCTION

Wavelets are functions that satisfy certain mathematical requirements and are used in representing data or other functions. Algorithms process data at different scales or resolutions. If we look at a signal (or a function) through a large “window,” we would notice gross features. Similarly, if we gaze at a signal through a small “window,” we would notice small features. The result in wavelet analysis is to see both the forest and the trees together. This makes study of wavelets interesting and useful. The data sets of many scientific experiments are corrupted with noise, either because of the data acquisition process, or because of environmental effects. A first pre-processing step in analysing such datasets is denoising, that is, estimating the unknown signal of interest from the available noisy data. There are several different approaches to denoise signals and images. Despite similar visual effects, there are subtle differences between denoising, de-blurring, smoothing and restoration.

Generally smoothing removes high frequency and retains low frequency (with blurring). De-blurring increases the sharpness signal features by boosting the high frequencies, whereas denoising tries to remove whatever noise is present regardless of the spectral content of a noisy signal. Restoration is a kind of denoising that tries to retrieve the original signal with optimal balancing of de-blurring and smoothing. Wavelet transforms enable us to represent signals with a high degree of sparsity. This is the principle behind a non-linear wavelet based signal estimation technique known as wavelet denoising. Wavelet denoising attempts to remove the noise present in the signal while preserving the signal characteristics, regardless of its frequency content. Wavelet denoising must not be confused with smoothing. As already mentioned smoothing only removes the high frequencies and retains the lower ones.

II. WAVELET BASED DENOISING

The principal work on denoising is done by Donoho, which is based on thresholding the DWT of the signal. The method relies on the fact that noise commonly manifests itself as fine-grained structure in the signal, and WT provides a scale-based decomposition. Thus, most of the noise tends to be represented by the wavelet coefficients at finer scales. Discarding these coefficients would result in a natural filtering out of noise on the basis of scale. Because the coefficients at such scale also tend to be the primary carriers of edge information, the method of Donoho thresholds the wavelet coefficients to zero if their values are below a threshold. These coefficients are mostly those corresponding to the noise. The edge related coefficients of the signal on the other hand, are usually above the threshold.

An alternative approach to hard thresholding is the soft thresholding, which leads to less severe distortion of the signal of interest. Several approaches have been suggested for setting the threshold for each band of the wavelet decomposition. A common approach is to compute the sample variance of the coefficients in a band and set the threshold to some multiple of the deviation.

Wavelet denoising has wide range of application in signal processing as well as other fields. The signals may be one-dimensional, two-dimensional and three-dimensional. They carry useful information. Denoising (noise reduction) is the first step in many applications. Other applications include data mining, medical signal/image analysis (ECG, CT, etc.), radio astronomy image analysis etc.

Motivation to the thresholding idea is based on the assumptions that the decorrelating property of a wavelet transform creates a sparse signal: most untouched coefficients are zero or close to zero. Also noise is spread out equally
along all coefficients. The noise level is not too high so that we can distinguish the signal wavelet coefficients from the noisy ones.

As it turns out, this method is indeed effective and thresholding is a simple and efficient method for noise reduction. Further, inserting zeros creates more sparsity in the wavelet domain and one can see a link between wavelet denoising and compression.

Hard and soft thresholding with threshold are defined as follows:

The hard thresholding operator is expressed in equation (1) as,

\[ D(U, \lambda) = \begin{cases} 
U & \text{for all } |U| > \lambda \\
0 & \text{otherwise} 
\end{cases} \]  

(1)

The soft thresholding operator on the other hand is expressed in equation (2) as,

\[ D(U, \lambda) = \text{sgn}(U) \max(0, |U| - \lambda) \]  

(2)

Hard threshold is a “keep or kill” procedure and is more intuitively appealing. The alternative, soft thresholding, shrinks coefficients above the threshold in absolute value. While at first sight hard thresholding may seem to be natural, the continuity of soft thresholding has some advantages. It makes algorithms mathematically more tractable. Sometimes, pure noise coefficients may pass the hard threshold and appear as annoying ‘blips’ in the output. Soft thresholding shrinks these false structures.

III THRESHOLDING ALGORITHMS

The choice of threshold is a fundamental issue. A very large threshold cuts too many coefficients, resulting in an over smoothing. Conversely, a too small threshold value allows many coefficients to be included in reconstruction, giving a wiggly, under smoothed estimate. The proper choice of threshold involves a careful balance of these principles. Most of the work is mainly due to Donoho and Johnstone. A variety of threshold choosing methods can be divided into two categories: global thresholding and level-dependent thresholding. The former chooses a single value of \( \lambda \) to be applied globally to all empirical wavelet coefficients, while the later chooses different threshold value \( \lambda_j \) for each wavelet level \( j \).

A. Universal Thresholding - 'sqtwolog'

This type of global thresholding method was proposed by Donoho and Johnstone. This is also called ‘sqtwolog’ method. The threshold value is given in equation (3) as

\[ \lambda = \hat{\sigma} \sqrt{2 \log n} \]  

(3)

where \( n \) is the number of data points, and \( \hat{\sigma} \) is an estimate of the noise level \( \sigma \). Donoho and Johnstone proposed an estimate of \( \sigma \) that is based only on the empirical wavelet coefficients at the highest resolution level \( J - 1 \) because they consist most of noise. Most of the function information except the finest details is in lower level coefficients. The median of absolute deviation (MAD) estimator is expressed in equation (4) as

\[ \text{median}(w_{J-1} - \text{median}(w_{J-1})) \]  

(4)

The universal thresholding removes the noise efficiently. The fitted regression curve is often very smooth and hence visually appealing. If \( z_i \) represent the wavelet coefficients of the noise with \( \text{iid} \) \( N(0, \sigma^2) \), then it is expressed in equation (5) as

\[ \lim_{n \to \infty} P(z_i \leq \hat{\sigma} \sqrt{2 \log n}) = 1 \]  

(5)

This means that the probability of all noise being shrunk to zero is very high for large samples. Since the universal thresholding procedure is based on this asymptotic result, it sometimes does not perform well in small sample situations.

B. Minimax Thresholding

Mini max is another global thresholding method developed by Donoho and Johnstone.

Assume that given observations \( w = (w_i)_{i=1}^n \) is according to equation (6)

\[ w_i = \theta_i + \varepsilon z_i, i = 1, \ldots, n \]  

(6)

where \( z_i \sim N(0, 1), \varepsilon > 0 \). We wish to estimate the \( l^2 \) risk

\[ R(\hat{\theta}, \theta) = E\left\| (\hat{\theta}, \theta) \right\|_2^2 \]  

(7)

Let \( \eta_i(\omega, \lambda) \) be the soft thresholding function defined in equation (4.2). Suppose we have a single observation \( y \sim N(\mu, I) \). The function is defined in equation (8) as
\rho_j(\lambda, \mu) = E[\eta_j(y - \lambda) - \mu]^2 \tag{8}

and the minimax quantities are expressed in equation (9) as,
\begin{align}
\Lambda^* &= \inf_{\lambda, \mu} \sup_{\mu} \frac{\rho_j(\lambda, \mu)}{n^{-1} + \min(\mu^2)} \tag{9} \\
\lambda^* &= \text{the largest } \lambda \text{ attaining } \Lambda^* \text{ above.}
\end{align}

Theorem 1: Assume model (6) and (7) are given. The minimax threshold \( \lambda^*_n \) defined by (9) yields an estimator \( \hat{\theta} = \eta_j(\omega_j, \lambda^*_n) \) which satisfies
\[ E\|\hat{\theta} - \theta\|^2 \leq \Lambda^*_n \left\{ \epsilon^2 + \sum_{i=1}^n \min(\theta_i^2, \epsilon^2) \right\} \]
for all \( \theta \in \mathbb{R}^n \), where
\begin{align}
\Lambda_n^* &= 2 \log n + 4 \text{ and } \lim_{n \to \infty} \Lambda_n^* = 2 \log n \tag{10} \\
\lambda^*_n &= \sqrt{2 \log n} \text{ and } \Lambda^* n \text{, } \sqrt{2 \log n} \tag{11}
\end{align}

Compared with universal threshold, the minimax thresholding is more conservative and is more proper when small details of function \( f \) lie in the noise range.

C. Sure Shrink – ‘rigsure’

Sure Shrink chooses a threshold \( \hat{\lambda} \) by minimizing the Stein Unbiased Risk Estimate for each wavelet level \( j \). It is also considered as ‘rigsure’ method.

Theorem 4.2: Let \( \mu = (\mu_i : i = 1, \ldots, d) \) and \( x = (x_i : i = 1, \ldots, d) \) where \( x_i \sim N(\mu_i, 1) \). Let \( \hat{\mu} = \hat{\mu}(x) \) be a fixed estimator of \( \mu \).

The \( l^2 \) loss \( \|\hat{\mu} - \mu\|_2^2 \) can be estimated unbiasedly for an estimator of \( \mu \) in the form of
\[ \hat{\mu} = x + g(x) \tag{12} \]
where the function \( g = (g_i)_{i=1}^d \) from \( \mathbb{R}^d \) to \( \mathbb{R}^d \) is weakly differentiable.

Then the risk given by
\[ E_\mu \|\hat{\mu} - \mu\|^2 = d + E_\mu \|g(x)\|^2 + 2 \nabla g(x) \]
where
\[ \nabla g(x) = \sum_{i=1}^d \frac{\partial}{\partial x_i} g_i(x) \]

We use the soft thresholding function
\[ g_i(x) = \tilde{d}_i(x_i) - x_i = \begin{cases} -t, & x_i \geq t \\ -x_i - t \leq x_i \leq t \\ t, & x_i < -t \end{cases} \tag{14} \]

Hence
\[ \|g(x)\|^2 = \sum_{i=1}^d (\min(\{|x_i|, t\})^2 \text{ and } \nabla g(x) = -\sum_{i=1}^d \mathbb{1}_{[-t, t]}(x_i) \tag{15} \]

Under this case, by (4.13), we have
\[ SURE(t; x) = d - 2 \# \left\{ i : |x_i| \leq t \right\} + \sum_{i=1}^d \left( |x_i| - t \right)^2 \tag{16} \]
where \( \left| x_i \right| - t \leq \min(|x_i|, t) \) and \# means “the number of”. (16) is an unbiased estimate of risk \( E_\mu = \|\hat{\mu}(x) - \mu\|^2 = E_\mu SURE(t; x) \).

By use of \( E_\mu SURE(t; x) \) as the estimator of risk, the SURE threshold is given by
\[ \lambda = \arg \min_{t > 0} SURE(t; x) \tag{17} \]

At each wavelet coefficient level \( j \), we apply the above method with \( x = (w_{j,k})_{k=1}^{2^j-1} \) and \( d = 2^j \). Recall \( w_{j,k} \sim N(\theta_{j,k}, \sigma^2) \), where \( \theta_{j,k} \) is the wavelet coefficient of \( f \) which is going to be estimated and \( \sigma \) is the noise.
In order to apply SureShrink method, we need to rescale $w_{j,k}$ by use of the MAD estimate in (4.4) for $\sigma$. The computational effort involved in minimizing the $SURE$ criterion is light. Donoho show that the whole effort to calculate $\lambda_j$ in level $j$ with $d = 2^j$ wavelet coefficients is $O(d \log(d))$.

**D. ‘heursure’ method**

SureShrink does not perform well in certain cases that the wavelet representation at any level is very sparse, i.e., when the vast majority of coefficients are essentially zeros. Thus, Donoho suggest a mixture of universal threshold and SureShrink. If the set of coefficients is sparse, then the universal threshold is used; otherwise, $SURE$ is applied. We call this hybrid method as Heursure.

**IV. IMPLEMENTATION – WAVELET denoising**

The performance of four conventional denoising algorithms – namely ‘rigrsure’, ‘heursure’, ‘sqtwolog’ and ‘minimax’ is compared. The denoising procedure is explained in the flow chart shown in Figure 1.

With the four methods, denoising is done. Type of thresholding used is soft thresholding. Denoised signal’s performance is compared based on mean square error computed. This is implemented using Matlab tool box, which is widely used for high performance numerical computation and visualization. The wavelet used is db4. Ingrid Daubechies invented what are called compactly supported orthonormal wavelets, thus making discrete wavelet analysis practicable. Daubechies wavelets are the most popular wavelets. They represent the foundations of wavelet signal processing and are used in numerous applications. The names of the Daubechies family wavelets are written dbN, where N is the order, and db the “surname” of the wavelets.
TABLE 1
PERFORMANCE COMPARISON BASED ON MSE USING DB4

<table>
<thead>
<tr>
<th>SNR</th>
<th>‘rigrsure’</th>
<th>‘heursure’</th>
<th>‘sqtwolog’</th>
<th>‘minimax’</th>
</tr>
</thead>
<tbody>
<tr>
<td>-15</td>
<td>0.8545</td>
<td>1.0195</td>
<td>1.0596</td>
<td>0.9572</td>
</tr>
<tr>
<td>-10</td>
<td>0.8498</td>
<td>1.0146</td>
<td>1.0372</td>
<td>0.9500</td>
</tr>
<tr>
<td>-5</td>
<td>0.8783</td>
<td>0.9825</td>
<td>0.9847</td>
<td>0.9413</td>
</tr>
<tr>
<td>0</td>
<td>0.9052</td>
<td>0.9440</td>
<td>0.9442</td>
<td>0.9134</td>
</tr>
<tr>
<td>5</td>
<td>0.878</td>
<td>0.9612</td>
<td>0.9674</td>
<td>0.9229</td>
</tr>
<tr>
<td>10</td>
<td>0.874</td>
<td>0.9839</td>
<td>1.0079</td>
<td>0.9410</td>
</tr>
<tr>
<td>15</td>
<td>0.825</td>
<td>0.9814</td>
<td>1.0043</td>
<td>0.9557</td>
</tr>
</tbody>
</table>

The performance measure chosen is the mean squared error (MSE) between denoised signal and the original signal as shown in Table 1. The variables in the set of experiments is different signal to noise ratio ranging from -15 to +15 including zero. If the mean square error is plotted against various SNR values, a graph as shown in figure 2 is obtained.

![Mean Square Error Plot for db4](image)

Fig 2 Mean Square Error Plot for db4

V. CONCLUSION

Computational competence makes wavelet scheme attractive. The major observation from the set of experiments is that rigrsure gives best performance. It is observed that performance of minimax & heursure is better than that of sqtwolog. Denoising performance varies with type of signal under considerations and wavelet chosen.
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