ABSTRACT: The area and complexity are the major issues in circuit design. As transistors decrease in size more and more of them can be accommodated in a single die, thus increasing chip computational capabilities. However, transistors cannot get much smaller than their current size. The Quantum-dot Cellular Automata (QCA) approach represents one of the possible solutions in overcoming this physical limit. Here a Ripple Carry Adder (RCA) module is proposed that can serve as a basic component for QCA arithmetic circuits. The main methodological design innovation over existing state of the art solutions was the adoption of so called minority gates in addition to the more traditional majority voters. The proposed adder is designed and simulated using QCA designer 2.0.2. Simulation results show that the proposed adder outperforms all state of the art competitors and reduces area-delay efficiently than previous designs.
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I. INTRODUCTION

Quantum-dot Cellular Automata (QCA) is an efficient technology to create computing devices. QCA is a suitable candidate for the next generation of digital systems. A quantum-dot cellular automaton (QCA) is a new nanotechnology that can help us to reach low-power consumption, high device density, and high clock frequency. QCA size is smaller than CMOS it can, even be implemented in molecule or atom size. QCA power consumption is extremely lower than CMOS because there are not any current in the circuit and output capacity.

In recent years CMOS technology demonstrated that it can be readily challenged by other technologies when it arrives at nano-regimes. Due to serious CMOS technology restrictions in nano-scales, researchers have investigated alternative technologies [2]. As the electronic CMOS transistor technology for information processing approaches its limits, new possibilities for the implementation of digital information processing are being explored. Among those raising greatest interest are Quantum Cellular Automata (QCA). QCA are matrices of cells, in which information is stored as the position of couples of electrons bound within cell borders. Neighbour cells interact by means of electric Coulombian repulsion, and cell state can be frozen at will by controlling a potential barrier rising signal (clock). Quantum Cellular Automata (QCA) refers to models of quantum computation, which have been devised in analogy to conventional models of cellular automata introduced by von Neumann.

It may also refer to quantum dot cellular automata, which is a proposed physical implementation of "classical" cellular automata by exploiting quantum mechanical phenomena. QCA has attracted a lot of attention as a result of its extremely small feature size (at the molecular or even atomic scale) and its ultra-low power consumption, making it one candidate for replacing CMOS technology.

II. RELATED WORK

Quantum (-dot) Cellular Automata are based on the simple interaction rules between cells placed on a grid. The fundamental unit of QCA device is QCA cell, created with four quantum-dots positioned at the vertices of a square coupled by tunneling barriers as shown in Fig. 1. These quantum dots are sites in which electrons are able to tunnel between them but cannot leave the cell. The electrons will tend to occupy diagonally opposite into the quantum dots due to electrostatic force of interaction. The electrons are quantum mechanical particles and they are able to tunnel between the dots in a cell.
Fig. 1 shows a simplified diagram of a quantum-dot cell. If the cell is charged with two electrons, each free to tunnel to any site in the cell, these electrons will try to occupy the furthest possible site with respect to each other due to mutual electrostatic repulsion. Therefore, two distinguishable cell states exist. Fig. 2 shows the two possible minimum energy states of a quantum-dot cell. The state of a cell is called its polarization, denoted as P. Although arbitrarily chosen, using cell polarization P = -1 to represent logic —0‖ and P = +1 to represent logic —1‖ has become standard practice [2].

Grid arrangements of quantum-dot cells behave in ways that allow for computation. The simplest practical cell arrangement is given by placing quantum-dot cells in series, to the side of each other. Figure 4 shows such an arrangement of four quantum-dot cells. The bounding boxes in the figure do not represent physical implementation, but are shown as means to identify individual cells. If the polarization of any of the cells in the arrangement shown in Fig. 3 were to be changed (by a "driver cell"), the rest of the cells would immediately synchronize to the new polarization due to Columbic interactions between them. In this way, a "wire" of quantum-dot cells can be made that transmits polarization state. Configurations of such wires can form a complete set of logic gates for computation.

III. PROPOSED METHOD

A. MAJORITY GATES:

QCA Majority Gate Perhaps the most important logic gate in QCA is the majority gate. Fig. 4 shows a majority gate with three inputs and one output. In this structure, the electrical field effect of each input on the output is identical and additive, with the result that whichever input state ("binary 0" or "binary 1") is in the majority becomes the state of the output cell — hence the gate's name. For example, if inputs A and B exist in a —binary 0‖ state and input C exists in a —binary 1‖ state, the output will exist in a —binary 0‖ state since the combined electrical field effect of inputs A and B together is greater than that of input C alone [3].
B. LOGIC GATES:

Logic gates, namely AND gates and OR gates, can be constructed using a majority gate with fixed polarization on one of its inputs. A NOT gate, on the other hand, is fundamentally different from the majority gate. The key to this design is that the input is split and both resulting inputs impinge obliquely on the output. In contrast with an orthogonal placement, the electric field effect of this input structure forces a reversal of polarization in the output.

C. INVERTER:

![Standard Implementation of a NOT gate.](image)

Logic gates, namely AND gates and OR gates, can be constructed using a majority gate with fixed polarization on one of its inputs. A NOT gate, on the other hand, is fundamentally different from the majority gate. The key to this design is that the input is split and both resulting inputs impinge obliquely on the output. In contrast with an orthogonal placement, the electric field effect of this input structure forces a reversal of polarization in the output.

D. AND AND OR GATE:

When one input C is fixed as logic —0‖ then it act as AND gate and if C is logic —1‖ then it act as OR gate.

The majority gate performs a three-input logic function. Assuming the inputs is A, B and C, the logic function of the majority gate is given as in (1)

\[ M(A, B, C) = A \cdot B + B \cdot C + A \cdot C \] (1)

By fixing the polarization of one input to the QCA majority gate as logic —1‖ or logic —0‖ an AND gate or OR gate will be obtained.

\[ M(A,B,0) = AB \] (2)
\[ M(A,B,1) = A + B \] (3)

E. XOR GATE:

Digital circuits can be implemented by using basic logic gates like AND, OR and NOT, also universal gates NAND and NOR can be used. In addition of these gates Exclusive-OR (XOR) and Exclusive-NOR (XNOR) are also used. To design any arithmetic circuit and complex circuit XOR and XNOR gates are useful, since these gate are complex to fabricate with hardware usually ground as two input gates [9]. An XOR gate can be trivially constructed from the basic gate AND, OR and NOT gates. The XOR function performs the following logic operation. The operational function of XOR gate can be represented as in (4)

\[ A \text{ xor } B = A'B + AB' \] (4)
F. CLOCKS:

Each QCA cell spends four states during a clock cycle as shown in Fig.7. QCA cell states are named as switch and hold and release and relax states. During the switch phase, QCA cells begin unpolarised and their inter-dot potential barriers are low. The barriers are then raised during this phase and the QCA cells become polarized according to the state of their driver (i.e., their input cell). It is in this clock phase that the actual computation (or switching) occurs. By the end of this clock phase, barriers are high enough to suppress any electron tunnelling and cell states are fixed. During the hold phase, barriers are held high so the outputs of the sub array can be used as inputs to the next stage. In the release phase, barriers are lowered and cells are allowed to relax to an unpolarised state.

Finally, during the fourth clock phase, the relax phase, cell barriers remain lowered and cells remain in an unpolarised state. As we know, the clock signals coming periodically from the clock source and so four clock phases’ signals are activated periodically and in each clock phase, a part or sub circuit of a circuit is activated periodically in its clock phase. When we place some QCA cell in a clock phase such as phase0, then these cells go to switch state when the phase1 signal is being activated. QCA cell has not any polarity and can’t be affected by neighbour cells.

In switch state, a QCA cell could take a logic 0 or 1 polarization from the input cells or its neighbor cells. at the end of switch state, the next clock phase signal is coming and the QCA cell go to the hold state and those QCA cells which are placed in the next clock phase (phase1) go to the switch state and can be affected by those cells which are placed in the previous clock phase. A QCA cell that is in the hold state, hold its polarity and after a clock phase by coming the next clock phase signal, it comes into the release state. In the release state, the QCA cell releases its polarity and can’t be affected by the input signals or neighbour cells. In the next clock phase the QCA cell go to the relax state. In the relax state the

G. MULTIPLEXER:

Multiplexers have a considerable role in the digital systems which allow to select one of the input’s flows for transmitting to the output. Whereas all the logic functions can be built by multiplexers, implementation of multi-input multiplexer in the one layer is a remarkable subject. The main building block of QCA circuits is majority gate and consequently the other logic circuits are implemented based on majority gate networks. To propose a novel designing approach to implement QCA logic circuits with least hardware overhead, in addition to three-input majority gate, five-input majority gate is employed. In this approach, some functional logic circuits are implemented by configuration of five-input majority gate inputs.

As shown in Fig.11, X, Y, Z are labelled as the main inputs and the control input is labelled as control line. In addition, one of these inputs has twice the effect of the other inputs on five-input majority gate. By setting control line to —11 logic value, the Boolean function X+YZ is obtained. Furthermore, logical function X(Y+Z) can be achieved by changing the value of the control line to —01.

By using the five-input majority function, we get the following equations:

\[ M5(Y, X, X, Z, 0) = YX+YXZ+YXZ+XZ = X(Y+Z) \] (5)
M5(Y, X, X, Z, 1) = YX+YXZ+YX+YX+YX+YXZ+X+XZ+XZ

= X+YZ

(6)

Fig. 5: Achieved Boolean expressions based on the proposed method.

It is worth mentioning that these functions need only one five-input majority gate for implementation. However, these functions are designed with two three-input majority gates in the conventional method. As noted above, a feasible design for 2-to-1 multiplexer can be obtained by utilizing the proposed novel method. According to the 2-to-1 multiplexer function, the inputs of logical function X+YZ should be changed as Fig. 12(a). The logic function B.S should be fed to input X and also the input A and should be fed to the input Y and Z, respectively. For implementation of logical function BS, a three-input majority gate has been used. It is to be noted that only two majority gates and one inverter gate are used for implementing this structure.

By applying this method, the equation of 2-to-1 multiplexer is defined as follows:

\[ M5(A, M3(B, 0, S), M3(B, 0, S), S, 1) \]
\[ M5(A, BS, BS, S, 1) = AS + BS \]

(7)

(8)

To clarify the correct functionality of the proposed design in detail, the truth table of proposed circuit is shown in Table 1 with three output columns. The first column presents eight possible combinations of three input cells (S, A and B). The second column demonstrates the output of three-input majority gate which produces the logical function B.S. The summation of five-input majority gate inputs is shown in the third column and the last column illustrates the main output of the proposed 2-to-1 multiplexer circuit.
IV. FUNCTIONALITY OF PROPOSED CIRCUIT

Table 1

<table>
<thead>
<tr>
<th>S</th>
<th>A</th>
<th>B</th>
<th>X=S.B</th>
<th>2X+Y+Z+1</th>
<th>OUT</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>1</td>
</tr>
</tbody>
</table>

As it is obvious in Fig. 12(b), the latency of proposed multiplexer is 0.75 clock cycle, so this design is the fastest in comparison to previous mentioned designs.

V. SIMULATION RESULTS

Basic Module is designed using minority gates. The most significant carry will be ready after 2/4 of a clock period after the beginning of the computation, while both the sum signals are ready in a single clock cycle. In fact, increasing of one bit the capacity of the adder leads to an increment of its latency of only 1/4 of clock cycle, both for the CarryOut and the for the Sum signals. In 4 bit adder, its design structure and its latencies can be connected modularly without requiring any clock regions re-phase, and it is then very suitable for the implementation of higher order adders such as 8, 16, 32 and 64 bit adders.

The proposed adder (64-bit) layout design as shown in Figure 4.7 outperforms all state-of-the art competitors and reduces area-delay efficiently than previous designs. The adder designed is expected to span over a complexity of 15939 (cell count) and 15.32 $\mu$m2 of active area in 33 clock phases.

Figure 4.2 shows the Basic Module of Ripple Carry Adder designed based on the concept of minority gates and its simulation result is checked as per truth table of Full Adder. The Carry and Sum is generated and checked for each case.
Figure 9 shows the 64-bit adder designed based on the concept of minority gates by combining the 32-bit adder and increasing the clock phases for each bit. Its simulation result is checked as per truth table of 64-bit Ripple Carry Adder. The Carry and Sum is generated and checked for each case. 8-bit adder designed based on the concept of minority gates by combining the 4-bit adder and increasing the clock phases for each bit. Its simulation result is checked as per truth table of 8-bit Ripple Carry Adder. The Carry and Sum is generated and checked for each case.
VI. CONCLUSION AND FUTURE WORK

The optimized design of Ripple Carry adder is proposed. The proposed Adder is simulated using QCA designer tool 2.0.2 Version and is efficient in terms of cell count and area. The proposed work has shown that it is possible to significantly reduce the number of cells required to design basic components, such as adder circuits, by utilizing minority gates instead of majority gates. In addition to this, the proposed design presents an increased robustness with respect to previous approaches. The Proposed adder (64-bit) spans over a complexity of 15939 (cell count) covering 15.32 \( \mu m^2 \) of active area and shows a delay of only 81/4 clock cycles, that is just 33 clock phases.

An interesting extension of the proposed work could be the automation of the optimizations in order to make it possible to synthesize more complex circuits. The cell count can further be reduced by using 5, 7, 9 input Majority Gates.
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