INTRODUCTION

Products of crude oil have been used in many industries, the volatility of crude oil can cause a huge effect on the world economy. From 2010 until mid-2014, the world oil prices had been fairly stable, at around 110 dollars a barrel. But global oil prices fell sharply afterward, and more than halved by winter of 2015. This leads to significant revenue shortfalls in many energy exporting nations, while consumers in many importing countries are benefitted for home heating and the vehicle gas. Large price drops also cause a rise in the volatility/risk of oil market. Therefore, crude oil risk estimation and measurement are crucial for consumers, corporations, governments and internal risk control.

The methods to forecast the oil price and measure its risk are popular topics. The most commonly used measurement for the risk estimation is the Value-at-risk (VaR for short), which measures the maximum loss of a portfolio value over a certain time period at a given level. Identifying proper GARCH-type models with appropriate distributions to evaluate VaR of oil price has become one of most important goals for risk measurement in the crude oil market. Fan et al.[^1] estimated VaR of crude oil price using GARCH models, based on the Generalized Error Distribution (GED) and detected extreme risk spillover effect between the two oil markets. Huang et al.[^2] employed CAViaR model to forecast oil price risk. Hung et al.[^3] investigated the influence of fat-tailed process on the performance of one-day-ahead VaR estimates about energy commodities using three GARCH models. Wei et al.[^4] used several GARCH class models, to capture the volatility of crude oil markets. Marimoutou et al.[^5] modeled VaR in the oil market by applying both EVT models to forecast VaR. Aloui[^6] computed the VaR using FIGARCH, FIAPARCH and HYGARCH. Youssef et al.[^7] evaluated VaR and expected short-fall (ES) using the fitted long-memory GARCH-model, and EVT was used as a potential framework for the separate treatment of tails of distributions.

In order to improve the measure for VaR, an investor needs to estimate the volatility of crude oil price, i.e., risk. Empirical
studies have concluded that financial instruments have heteroscedasticity in the variance. To address this observation, the milestones are the ARCH and GARCH, which were introduced by Engle [8] and Bollerslev [9]. Originated from ARCH and GARCH, many new varieties of GARCH models have emerged, which capture the changing volatility over time due to different factors. However there are no definite answers to which of the models from the GARCH family that is the best at forecasting the volatility for all types of financial data. Due to the plethora of different GARCH models available, the models that have been examined need to be restricted to specific data sets. This paper focuses on four of the most influential models, including GARCH (1, 1), EGARCH (1,1), GJR- GARCH (1,1), APARCH (1,1). For detailed constructions, see Bollerslev [9], Nelson [10], Glosten et al. [11] and Ding et al. [12], etc.

The purpose of this paper is to better estimate and forecast the risk of the two crude oil markets - Europe Brent and Cushing, OK WTI. First of all, by Q-Q plot, we conclude that, in both markets, the Student-t distribution fits the log returns significantly (Figure 1). Consequently, we use the Student-t distribution as the preferred conditional distribution for GARCH models in this paper. Secondly, we mainly use Risk Metrics, GARCH (1,1), EGARCH (1,1), GJR-GARCH (1,1) and APARCH (1,1), to study volatility and its corresponding VaR of crude oil, over six years' time period. Since the performance of a VaR model is determined by how good it predicts future risks. More precisely, for a good VaR model, its estimates of profits and losses should fit the actual profits and losses in some given confident level. However, backtesting with unconditional coverage mainly estimate the number of exceptions, but hardly avoiding the clustering. The conditional coverage by Christoffersen [14] and Haas [15] aims to overcome the clustering by estimating the number of exceptions and the time when they occur, but it cannot catch the long dependence of VaR violations. The duration-based tests of independence (by Christoffersen and Pelletier [16], based on the duration of days between the violations of the VaR, overcomes the clustering and the long dependence of VaR violations. However it relies on estimating of a few parameters. Instead of estimating the violations of the VaR, the method of VaR loss function examines the magnitude of VaR violations. Thus its accuracy relies on the conditional distribution. This paper uses all of these backtesting tools to compare the performances of these models. We conclude that, for Europe Brent, the EGARCH (1,1) outperforms all the other models; while both APARCH and GJR-GARCH specifications are good options for forecasting the VaR for the WTI. It is interesting to note that for both crude oil markets, the worst performing model is the Risk Metrics, which showed no significant results, although it is indeed still popular in many financial institutes.

Figure 1. The upper two plots the spot prices for Europe Brent and WTI; the lower two plots are the associated daily returns.
The rest of this paper is organized as follows. Section 2 introduces the sample data and the statistical characteristics. Section 3 discusses the \( GARCH \) type models used in this paper. Section 4 presents the forecasting methodology, the in-sample model and the out-sample VaR forecasting. Section 5 shows backtesting Value-at-Risk model. Section 6 contains concluding remarks.

**DATA AND DESCRIPTIVE STATISTICS**

In this paper, we use the daily price data (in US dollars per barrel) of Brent and West Texas Intermediate (WTI) from Jan. 4, 2000 to Jan. 4, 2016. The data is divided into a ten year in-sample period and a six year out-of-sample period. The in-sample period is from Jan. 4, 2000 to Jan. 3, 2010 and the rest data are used for out-of-sample forecast and backtesting.

Let \( p_t \) be the spot daily price, we consider the log return time series, \( r_t \), defined by

\[
    r_t = 100 \left( \log p_t - \log p_{t-1} \right) \tag{1}
\]

We first examine empirical distribution of the return series by the Q-Q plot. The Q-Q plot of the empirical distribution of the daily returns against the normal distribution is given in Figure 2. It can be observed from the plot that the empirical distributions of both daily returns exhibit heavier tails than the normal distribution. We also perform the Q-Q plot against the student t-distribution, which demonstrates that the empirical distribution of the daily returns fits the t (5)-distribution much better. The unusually high value of the Jarque-Bera statistics in Table 1 shows that the null hypothesis of normality is rejected at the 1% level of significance, also as evidenced by a high excess kurtosis and negative skewness. This is in line with expectations from the ocular inspection of the Q-Q plots in Figure 2, which implied that the empirical distribution of both daily returns exhibit significantly heavier tails than the normal distribution.

![Figure 2. Quantile-quantile plot of returns against the normal and the t(5) distribution, respectively.](image)

We also apply two commonly used statistic tests—the Ljung-Box test by Ljung and Box \cite{Ljung1978} and Lagrange multiplier test \cite{Yue1994}, which can be applied to check serial correlation of returns and squared returns. In Table 1, the Ljung-Box test result rejects the null hypothesis of no autocorrelation up to the 20th order, and confirms serial autocorrelation in both crude oil returns. ARCH LM test rejects the null hypothesis that there is no auto-correlation for lags 12, at a 1% significance level; and thus confirms that the squared returns are also serially correlated (Figures 1 and 2).
Table 1. Descriptive statistics for oil price returns.

<table>
<thead>
<tr>
<th></th>
<th>Europe Brent</th>
<th>Cushing, OK WTI</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Sample Size</td>
<td>4062</td>
<td>4019</td>
</tr>
<tr>
<td>Mean</td>
<td>0.010224</td>
<td>0.009075</td>
</tr>
<tr>
<td>Range</td>
<td>[-19.8907,18.1297]</td>
<td>[-17.0918,16.4137]</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>2.2485</td>
<td>2.4650</td>
</tr>
<tr>
<td>Excess Kurtosis</td>
<td>5.5696</td>
<td>4.5482</td>
</tr>
<tr>
<td>Skewness</td>
<td>-0.2263</td>
<td>-0.2191</td>
</tr>
<tr>
<td>JB for Jarque-Bera Test</td>
<td>5292.82</td>
<td>3501.98</td>
</tr>
<tr>
<td>Q(20) for Ljung-Box Test</td>
<td>37.981</td>
<td>47.657</td>
</tr>
<tr>
<td>LM(12) for ARCH LM Test</td>
<td>259.53</td>
<td>476.69</td>
</tr>
</tbody>
</table>

METHODOLOGY

Let \( F_t \) be all historical information (based on the time series) up to time \( t \). Let \( u_t = \mathbb{E}(r_t | F_{t-1}) \) be the conditional return; \( \sigma_t^2 = \text{Var}(r_t | F_t) \) the volatility. In this paper, to simulate the conditional mean, the AR (1) model is used:

\[
\mu_t = \phi_0 + \phi_1 r_{t-1},
\]

where \( \phi_i \geq 0 \), for \( i = 0; 1 \).

Next we review various models for estimating the volatility \( \sigma_t \). A widely used methodology for measuring market risk is the Risk Metrics, which has become widely used in the financial industry. The main tool is the exponentially weighted moving average (EWMA) method \([19]\), which represents the finite memory of the market. More precisely, the Risk Metrics can be estimated as:

\[
\sigma_{\text{EWMA}}^2 = (1-\lambda) \sum_{n=0}^{\infty} \lambda^n r_n^2
\]

We take \( \lambda = 0.94 \), as most commonly used in the literature.

The Risk Metrics model completely ignores the presence of fat tails in the distribution function, and does not count for the correlations of the return series. In order to overcome these weakness, we use the Generalized Autoregressive Conditional Heteroskedasticity (GARCH) model \([9]\):

\[
\begin{align*}
\mu_t &= \phi_0 + \phi_1 r_{t-1} \\
\sigma_t^2 &= \alpha_0 + \sum_{j=1}^{p} \alpha_j \eta_{t-j}^2 + \sum_{j=1}^{q} \beta_j \sigma_{t-j}^2
\end{align*}
\]

where \( p > 0; q > 0 \), and \( \alpha_i, \beta_j \) are constants, for \( i = 1, \ldots, p \) and \( j = 1, \ldots, q \). Here \( \{\epsilon_t\} \) is a white noise with zero mean and unit variance that adapted to \( \{F_t\} \). The GARCH model is rather popular, as it accounts for persistence of financial time-series data. But it requires that the parameters are not negative, and the models assume that positive and negative shocks have the same impact on volatility. Moreover, it is well known that financial asset volatilities have an asymmetric impact. Typically, the bad news has a greater impact on volatility.

To be able to model this behavior and relax the limitation of parameters, Nelson \([10]\) proposed the Exponential GARCH (EGARCH) model. For \( p, q > 0 \), the EGARCH \((p,q)\) model is given by

\[
\log \sigma_t^2 = \alpha_0 + \sum_{j=1}^{p} \alpha_j \eta_{t-j}^2 + \gamma_0 \left( \left| \eta_{t-j} \right| - \mathbb{E} \left| \eta_{t-j} \right| \right) + \sum_{j=1}^{q} \beta_j \log \sigma_{t-j}^2
\]

An alternative way of modeling the asymmetric effects of positive and negative asset returns was presented by Glosten, Jagannathan and Runkle \([11]\) resulted in the so called GJR-GARCH \((p,q)\) model, which is given by

\[
\sigma_t^2 = \alpha_0 + \sum_{j=1}^{p} \alpha_j \left( \eta_{t-j} - \gamma_{t-j} \right)^2 + \sum_{j=1}^{q} \beta_j \sigma_{t-j}^2
\]

The asymmetric power ARCH (APARCH) model of Ding et al. \([12]\) is one of the most promising ARCH-type models, and has been studied in many recent applications (see, for example, Giot and Laurent, \([20]\); Mittnik and Paolella \([21]\)). The APARCH \((1,1)\) model is defined as follows:

\[
\sigma_t^2 = \alpha_0 + \sum_{j=1}^{p} \alpha_j \left( \left| \eta_{t-j} \right| - \gamma_{t-j} \right)^d + \sum_{j=1}^{q} \beta_j \sigma_{t-j}^2
\]

Although it is rather difficult to estimate the order \((p, q)\), some studies have found that the predictive effect of the higher order model is not necessarily better than the low order model, see Hansen PR, Lunde A \([22]\) and Bollerslev T, Chou RY, Kroner KF \([23]\). Consequently, we choose \((p, q) = (1; 1)\) for various GARCH models in this paper. In addition, we choose the student t
(5)-distribution for the error process $e_t$. According to our analysis for the empirical distribution of the daily returns, the student t (5)-distribution outperforms the normal distribution.

**MODEL FITTING AND VAR ESTIMATION**

Despite its conceptual simplicity and popularity as an industrial standard in risk management, the estimation of VaR is indeed highly non-trivial. Our goal is to provide a given quantile for the distribution of relative returns of the crude oil. The quantity $VaR^x_t$ is defined as the $\alpha$-quantile of the distribution of the log return, with $\alpha$ chosen as either 95% or 99%:

$$P(r_t > VaR^x_t) = \alpha$$  \hspace{1cm} (7)

According to the definition $r_t = \mu_t + \sigma_t e_t$, and the assumption that $e_t$ follows the student t (5)-distribution; we know that the $\alpha$-th quantile of $r_t$ can be calculated as

$$VaR^x_t = \mu_t - \sigma_t u_{x,\alpha}$$ \hspace{1cm} (8)

where $u_{x,\alpha}$ denotes the $\alpha$-th quantile of the student t (5)-distribution. According to the above formula, once we have an estimation for the volatility $\sigma_t$ and the expected return $\mu_t$, the value of VaR can be obtained directly.

We divide the data $\{r_t, t = 1,..., T\}$ into two subsets. The model parameters are fitted using data in $\{r_t, t = 1,..., n\}$ (estimation subsample). On the other hand, the forecast of the model is evaluated using data in $\{r_t, t = n+1,..., T\}$ (forecasting subsample), where $n$ is the initial forecast origin. We are interested in the 1-step ahead forecast, using a so-called recursive scheme. More precisely, one sets $m = n$ to be the initial forecast origin and then fits each of the models using the data $r_1, r_2,..., r_m$. The 1-step ahead forecasts can now be calculated following the so called fixed scheme. Each model will be fitted to the data until the initial forecast origin from which the forecasts can be computed. Below, we list the forecast formula for our models at forecast origin $k$, the 1-step ahead forecast:

1. **Risk Metrics:**
   \[ \hat{\sigma}_{t+1}^2 = 0.006 c_t^2 + 0.94 \sigma_k^2 + 0.94 \sigma_k^2 \]

2. **GARCH (1,1):**
   \[ \hat{\sigma}_{t+1}^2 = \alpha_0 + \alpha_1 e_{t-1}^2 + \beta_1 \sigma_k^2 = \alpha_0 + \alpha_1 (r_t - \phi_0 \phi_{t-1})^2 + \beta_1 \sigma_k^2 \]

3. **EGARCH (1,1):**
   \[ \log \hat{\sigma}_{t+1}^2 = \alpha_0 + \alpha_1 e_{t-1}^2 + \gamma_1 (|e_{t-1}| - E|e_{t-1}|) + \beta_1 \log \sigma_k^2 \]

4. **GJR-GARCH (1,1):**
   \[ \hat{\sigma}_{t+1}^2 = \alpha_0 + \alpha_1 (e_{t-1}^2 I(e_{t-1} < 0)) + \beta_1 \log \sigma_k^2 \]

5. **APARCH (1,1):**
   \[ \hat{\sigma}_{t+1}^2 = \alpha_0 + \alpha_1 (|e_{t-1}| - \gamma_1 e_{t-1})^\delta + \beta_1 \sigma_k^2 \]

As previously analyzed, in this paper, we use the standardized t (5)-distribution, so

$$E[|e_t|] = \frac{2\nu}{\nu - 2} \frac{2\Gamma((\nu + 1)/2)}{(\nu + 1)\Gamma(\nu/2)\sqrt{\pi}} = \frac{2\sqrt{\Gamma(3)}}{4\Gamma(5/2)\sqrt{\pi}} \hspace{1cm} (9)$$

where $\nu = 5$ denotes the number of degrees of freedom and $\Gamma$ denotes the gamma function. In **Table 2** and **Table 3**, log (L) is the logarithm maximum likelihood function value; AIC is the average Akaike information criterion; Q is the Ljung-Box Q-statistic computed on the standardized residuals. Order of the statistics are reported in brackets. From the p-values of the statistics, the null hypothesis of no autocorrelation is accepted and confirms residual serial no autocorrelation at the 5% levels of significance.

**Table 2.** Estimation results of different volatility models for Europe Brent crude oil.

<table>
<thead>
<tr>
<th>Model</th>
<th>GARCH</th>
<th>EGARCH</th>
<th>GJR-GARCH</th>
<th>APARCH</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi_0$</td>
<td>0.129584</td>
<td>0.099099</td>
<td>0.108667</td>
<td>0.106593</td>
</tr>
<tr>
<td>$\phi_1$</td>
<td>0.010333</td>
<td>0.011226</td>
<td>0.009383</td>
<td>0.009951</td>
</tr>
<tr>
<td>$\alpha_0$</td>
<td>0.100954</td>
<td>0.019395</td>
<td>0.087332</td>
<td>0.066011</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>0.039224</td>
<td>-0.043951</td>
<td>0.003164</td>
<td>0.022922</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.943406</td>
<td>0.988088</td>
<td>0.955136</td>
<td>0.957232</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>-</td>
<td>0.063862</td>
<td>0.049559</td>
<td>0.690530</td>
</tr>
<tr>
<td>$\delta$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.729680</td>
</tr>
</tbody>
</table>
Table 3. Estimation results of different volatility models for Cushing, OK WTI crude oil.

<table>
<thead>
<tr>
<th>Model</th>
<th>GARCH</th>
<th>EGARCH</th>
<th>GJRGARCH</th>
<th>APARCH</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi_0$</td>
<td>0.113529</td>
<td>0.122170</td>
<td>0.118601</td>
<td></td>
</tr>
<tr>
<td>$\phi_1$</td>
<td>-0.043955</td>
<td>-0.043936</td>
<td>-0.042894</td>
<td></td>
</tr>
<tr>
<td>$\alpha_0$</td>
<td>0.102176</td>
<td>0.109450</td>
<td>0.067127</td>
<td></td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>-0.036954</td>
<td>0.025110</td>
<td>0.046991</td>
<td></td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.987952</td>
<td>0.938865</td>
<td>0.941274</td>
<td></td>
</tr>
<tr>
<td>$\gamma_i$</td>
<td>0.094512</td>
<td>0.034247</td>
<td>0.321670</td>
<td></td>
</tr>
<tr>
<td>$\delta$</td>
<td>1.510408</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| log(L) | -5765.583 | -5765.031 | -5764.474 | -5763.262 |
| AIC    | 4.6007    | 4.6006    | 4.6004    |
| Q      | 10.6043(10)| 1.5769(5) | 1.2546(5) | 1.3144(5) |
| p-value| 0.3892    | 0.8275    | 0.9018    | 0.8893    |

BACKTESTING VALUE-AT-RISK MODEL

In order to help us evaluate the quality of the VaR estimates, the models should be backtested with appropriate methods. Backtesting is to test the accuracy of the model measurement by comparing the actual losses and VaR predictive results.

Unconditional coverage

A popular model to estimate the VaR of financial series is to calculate the number of VaR exceptions, namely days when actual losses exceed VaR predictive results. If the ratio of exceptions is lower than the selected confidence level means that the risk is overestimated. On the other hand, too many exceptions implies the underestimation of risk. Indeed the exact exception suggested by the confidence level is rarely observed. Therefore a statistical analysis is necessary to study whether exceptions are reasonable or not, namely to accept or reject model.

Let $x$ be the number of exceptions and $T$ the total number of observations, hence the failure rate is $x/T$. In ideal situation, failure rate would be equal to the selected confidence level (Figure 3). If a confidence level is $a$ and let $p = 1 - \alpha$, number of exceptions $x$ obeys a binomial distribution with probability:

![Figure 3. One-day-ahead VaR forecasts of Europe Brent crude oil based on the risk metrics and GJR-GARCH models (upper plot), and the GARCH, the EGARCH and APARCH models (lower plot), and the historical volatility.](image)
f(x) = C\_p \cdot p^x(1-p)^{1-x} \tag{10}

The accuracy of the VaR model is evaluated through utilizing this binomial distribution. We first use the test suggested by Kupiec \cite{13}, which measures whether the number of exceptions is consistent with the confidence level (Figure 4). The null hypothesis for the Kupiec’s test is

$$H_0 : p = \frac{x}{T} \tag{11}$$

The Kupiec’s test statistic is a likelihood-ratio:

$$LR_{uc} = -2 \ln \left( \frac{(1-p)^{1-p}}{1-x} \right)^{x} \tag{12}$$

Under the null hypothesis, $LR_{uc}$ asymptotically follows a chi-squared distribution with one degree of freedom. If the value of $LR_{uc}$ is greater than the critical value of 3.84, the null hypothesis will be rejected.

Kupiec’s test of unconditional coverage is a well-known example of VaR backtest. However, although this test provides a useful benchmark for assessing the accuracy of a given VaR model, this test is hampered by two shortcomings. The first is that this test exhibits low power in sample sizes consistent with the current regulatory framework, i.e., one year. The second shortcoming is that it focuses exclusively on the unconditional coverage property of an adequate VaR measure.

**Conditional coverage**

Theoretically, we not only focus on the number of exceptions, but also would expect VaR violations to be independent over time. VaR users want to detect clustering of exceptions, because rapid continuous losses than individual exceptions are more likely to lead to catastrophic events. The most well-known test of conditional coverage has been proposed by Christoffersen \cite{14}.

The Christoffersen’s interval forecast test first define an indicator variable:

$$I_t = \begin{cases} 1 & \text{if violation occurs;} \\ 0 & \text{otherwise.} \end{cases}$$

then define $n_{ij}$, $i, j = 0, 1$, as the number of days when condition $j$ occurred, on the premise of condition $i$ occurred on the previous day. In addition, define $\pi_i$ as the probability:

$$\pi_0 = \frac{n_{00}}{n_{00} + n_{01}}, \pi_1 = \frac{n_{11}}{n_{10} + n_{11}}, \text{ and } \pi = \frac{n_{00} + n_{01} + n_{10} + n_{11}}{n_{00} + n_{01} + n_{10} + n_{11}} \tag{13}$$
Under the null hypothesis: 0 = 1, the test is conducted as a likelihood-ratio (LR) test with the statistic:

\[ LR_{\text{ind}} = -2 \ln \left( \frac{(1-\pi_{0})^{00} \pi_{0}^{01} (1-\pi_{1}) \pi_{1}^{10} \pi_{1}^{11}}{(1-\pi_{0})^{00} \pi_{0}^{01} (1-\pi_{1}) \pi_{1}^{10} \pi_{1}^{11}} \right) \] (14)

By combining \( LR_{uc} \) and \( LR_{\text{ind}} \), a joint test is obtained, i.e., conditional coverage:

\[ LR_{cc} = LR_{uc} + LR_{\text{ind}} \] (15)

\( LR_{cc} \) asymptotically obeys \( c^2 \) distributions with two degree of freedom.

**Duration-based tests of independence**

The above tests are efficient at catching whether the probability of an exception on any day depends on the outcome of the previous day. However we are interested in developing tests which have power against more general forms of dependence but which still rely on estimating only a few parameters.

The duration of time between VaR violations (no-hits) should ideally be independent and not clustering. Under the null hypothesis of a correct VaR model, the duration of time between VaR violations should have no memory. Because the only memoryless continuous distribution is the exponential distribution, any distribution which embeds the exponential as a restricted case can be tested. The test can be conducted as a likelihood-ratio (LR) test to see whether the restriction holds. Christoffersen and Pelletier [16] use the Weibull distribution which presents the case of the exponential tail distribution.

**Loss function based backtests**

For given \( \alpha \), the loss function \( Q \) for the \( \text{VaR}^{\alpha}_{t} \) was firstly defined by Gonzalez-Rivera, Lee and Mishra [24]. More precisely,

\[ Q = \frac{1}{T-n} \sum_{t=n+1}^{T} (1-\alpha - \xi(t - \text{VaR}^{\alpha}_{t})) \] (16)

where \( \xi(t - \text{VaR}^{\alpha}_{t}) = I(\xi(t - \text{VaR}^{\alpha}_{t})) \). This is an asymmetric loss function that penalizes more heavily with weight the observations for which \( \xi(t - \text{VaR}^{\alpha}_{t}) \). Smaller \( Q \) indicates a better goodness of \( t \).

At 95% confidence levels, results of the back tests are shown in Table 4 for Europe Brent crude oil. The unconditional coverage test critical value is 3.841459; and the conditional coverage test critical value is 5.991465. According to the results, Risk Metrics performs the worst, since for both tests, the critical values exceeded with a rather large margin. All GARCH-class models pass both \( LR_{uc} \) and \( LR_{cc} \) tests, with EGARCH model having the best performance. Based on the VaR-based loss function \( Q \), the EGARCH model clearly dominates all the other models [26].

For the WTI crude oil, test results are shown in Table 5 with 95% confidence. Again, Risk Metrics performs the worst. All GARCH-class models passed the \( LR_{uc} \) test, while only GJR-GARCH and APARCH passed \( LR_{cc} \) test. Our study shows that GJR-GARCH model has the best performance for the WTI data, with a minimum value for the \( LR_{uc} \) and the \( LR_{cc} \). According to the VaR-based loss functions \( Q \), the APARCH model outperforms. It is interesting to note that for both crude oil markets, the worst performer is the Risk Metrics method, which is indeed very popular in financial institute as it was first proposed by the JP Morgan Risk Metrics Group [19].

<table>
<thead>
<tr>
<th>Model</th>
<th>Risk Metrics</th>
<th>GARCH</th>
<th>EGARCH</th>
<th>GJR-GARCH</th>
<th>APARCH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of observations</td>
<td>1554</td>
<td>1554</td>
<td>1554</td>
<td>1554</td>
<td>1554</td>
</tr>
<tr>
<td>Number of exceedance</td>
<td>111</td>
<td>74</td>
<td>76</td>
<td>66</td>
<td>69</td>
</tr>
<tr>
<td>( LR_{uc} )</td>
<td>13.38436</td>
<td>0.1883211</td>
<td>0.03942545</td>
<td>1.950013</td>
<td>1.063842</td>
</tr>
<tr>
<td>Test outcome</td>
<td>Reject</td>
<td>Accept</td>
<td>Accept</td>
<td>Accept</td>
<td>Accept</td>
</tr>
<tr>
<td>( LR_{cc} )</td>
<td>13.9646</td>
<td>1.799456</td>
<td>0.06234344</td>
<td>1.965413</td>
<td>1.065393</td>
</tr>
<tr>
<td>Test outcome</td>
<td>Reject</td>
<td>Accept</td>
<td>Accept</td>
<td>Accept</td>
<td>Accept</td>
</tr>
<tr>
<td>( b )</td>
<td>1.006978</td>
<td>0.8849996</td>
<td>0.885748</td>
<td>0.8898576</td>
<td>0.90755</td>
</tr>
<tr>
<td>Test outcome</td>
<td>Accept</td>
<td>Accept</td>
<td>Accept</td>
<td>Accept</td>
<td>Accept</td>
</tr>
<tr>
<td>VaRloss(Q)</td>
<td>19.24991</td>
<td>18.98076</td>
<td>18.85769</td>
<td>18.89999</td>
<td>18.86327</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>Risk Metrics</th>
<th>GARCH</th>
<th>EGARCH</th>
<th>GJR-GARCH</th>
<th>APARCH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of observations</td>
<td>1511</td>
<td>1511</td>
<td>1511</td>
<td>1511</td>
<td>1511</td>
</tr>
<tr>
<td>Number of exceedance</td>
<td>100</td>
<td>81</td>
<td>77</td>
<td>76</td>
<td>80</td>
</tr>
<tr>
<td>( LR_{uc} )</td>
<td>7.626347</td>
<td>0.4047418</td>
<td>0.02911809</td>
<td>0.002816124</td>
<td>0.270921</td>
</tr>
<tr>
<td>Test outcome</td>
<td>Reject</td>
<td>Accept</td>
<td>Accept</td>
<td>Accept</td>
<td>Accept</td>
</tr>
<tr>
<td>( LR_{cc} )</td>
<td>10.46151</td>
<td>6.645118</td>
<td>7.644761</td>
<td>3.963933</td>
<td>4.930594</td>
</tr>
<tr>
<td>Test outcome</td>
<td>Reject</td>
<td>Reject</td>
<td>Reject</td>
<td>Accept</td>
<td>Accept</td>
</tr>
</tbody>
</table>
CONCLUSION

In this paper we apply four different GARCH-VaR models with student-t distribution to forecast the conditional variance and its corresponding VaR. The Backtesting indicates that for Europe Brent crude oil, EGARCH (1, 1) model with student-t distribution has the smallest VaR loss, so it will forecast the future VaR better than other models. While for OK WTI crude oil, GJR-GARCH (1,1) and APARCH model under student-t distribution outperform other models. Furthermore, some of results are very useful for companies to choose an appropriate risk management model, which are summarized as the following:

(1) Compared to GARCH model, EGARCH, GJR-GARCH and APARCH are more sensitive for catch asymmetric information.

(2) These results indicate that even for the same commodity (oil), even though we take data sets in same time interval, the commodity of different country/companies may have a different appropriate model to predict the future VaR.

(3) We can amplify the conclusion of (2): even for the same commodity of same country/companies, in different time periods, an appropriate model to predict its future VaR may vary too. These conclusions give significant guidance for companies to choose a better risk management model based on the statistical properties of the time series, in a certain time period.

The above analysis indicates that, whenever we want to forecast the value at risk for a commodity of a company in a short horizon, it is always better to compare all of models to choose an appropriate one, as there is hardly any model that fits a commodity forever.
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