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ABSTRACT : Gene is the regulator of the genotype and phenotype of an organism. Presence of one or more Gene mutation or some environmental factors result the variance in Expression level that creates Differentially Expressed Gene (DEGs), which can cause the predisposition or susceptibility to a particular disease. The most challenging issue for the modern geneticists is to discover and understand the function and variation of Genes interconnecting between themselves and other environmental factors; as well as to understand how such qualities affect health and disease. To differentiate between normal Gene and DEGs, researchers have suggested various Graphical Modeling approach using Probabilistic, Statistical and Graph theory methodology.

I. INTRODUCTION

Understanding biological systems with thousands of Genes would require organizing similar parts by their properties. Methods to group Genes with similar expression patterns have proved useful in identifying Genes that contribute to common functions or Genes that are likely to be co-regulated. The hypothesis that many human diseases may be accompanied by specific changes in Gene expression has generated much interest in Gene expression monitoring at the genome level.

To understand the function and variation of Genes interconnecting between themselves and other environmental factors; as well as to understand how such qualities affect health and disease, several powerful techniques have been developed, such as DNA Microarray [1], SAGE [2], BodyMap [3], MPSS [4] for collecting the Gene expression patterns. A major challenge in computational biology is to uncover Gene/protein interactions and biological pathways at the molecular level from such measurements, so that, the potential members of Gene groups responsible for specific physiological processes can be identified. In this context, Graphical models represent a combination of probability theory and graph theory that may provide a suitable tool to represent the dependence structures through a graph for multivariate random observations. Many statistical, probabilistic, functional models have been developed by measuring pair-wise measurements such as correlation, Euclidean distance, co-variance or mutual information between the Genes till now. In this paper, we, thereby, represent a survey on different Graphical Models of Genes and recent trend.

II. GENE

DNA (Deoxyribonucleic acid), the biomolecule that carries the genetic information, is two long-twisted strands made up of four similar chemicals called bases and abbreviated as A, T, C, and G that are repeated over and over in pairs. DNA can be copied into DNA i.e. DNA Replication. DNA information can be copied into mRNA i.e. Transcription, and proteins can be synthesized using the information in mRNA as a template i.e. Translation is termed as central dogma [5]. The most important phase is the protein synthesis because they are the enzymes that rearrange chemical bonds to carry signals to/from the outside of the cell and within the cell as well as regulate cell process, turn Genes on/off and control their rates.

A Gene is a sequence of nucleotides along a DNA strand - with 'start' and 'stop' codons and other regulatory elements which specifies a sequence of amino acids that are linked together to form a protein. Genes are passed down from parents to children conferring the traits to the offspring. Genes are organized and packaged in thread-like structures called the Chromosomes that make up the organism's whole genome and are stored in the nucleus of the cell, which is the master organelle for regulating cellular life processes and cell reproduction. Researchers have identified about 40,000 Genes in Human till now. The complete copy of the entire set of human Gene instructions is called as Genome.
Although the genome is the same in all somatic cells within an organism, cells are differentiated through differential Gene expression.

There are three postulates [6] of differential Gene expression. Firstly, the DNAs of all differentiated cells are identical. Secondly, the unused Genes in differentiated cells are not destroyed or mutated, and they retain the potential for being expressed. Lastly, only a small percentage of the genome is expressed in each cell, and a portion of the RNA synthesized in the cell is specific for that cell type. Common human diseases result from the interplay of many Genes and environmental factors. Therefore, a more integrative biology approach is needed to unravel the complexity and causes of such diseases by identifying the differences between healthy and affected tissues by forming specific regulatory networks that are dysfunctional in a given disease state. Although, research still have not reached a stage where the Elucidation of differential regulatory networks is commonly feasible. Recent advances have described the first steps towards this goal - the identification of differential co-expression networks from differential Gene expression and evaluate how this shift will affect the study of the genetic basis of disease.

III. GRAPHICAL MODEL

The vast quantity of genomic expression data generated by genomic expression arrays promises a significant opportunity on the understanding of basic cellular processes, the diagnosis and treatment of disease by transforming biology, medicine, and pharmacology using computational methods. Exploration of co-regulated Genes can identify potential members of Gene groups responsible for specific physiological processes. The various mechanism by which Cells control and regulate the transcription of their Genes, moreover Genome sequencing, Gene recognition, Gene/protein interactions and biological pathways at the molecular level are the recent trends in bioinformatics. Genes, may have same function, but not necessarily share similar transcriptional pattern [7]. Conversely, Genes having different functions can have a similar expression profile simply by chance or stochastic fluctuations. Also, Clustering cannot reveal functional relation among Genes with expression patterns that show very little correlations. To explain these patterns, there must have some postulate models describing the underlying biological mechanisms and then score these models in order to determine which are most consistent in reference the observed data. Recent research techniques produce a model-driven framework for the analysis of Gene expression data. It represents hypotheses about the characteristics of Genetic regulatory networks in a compact probabilistic form and can develop various effective methods for scoring these hypotheses in comparison with one another in terms of their relative ability to explain noisy expression data. Typically, analysis is performed by measuring pair-wise measurements such as correlation, Euclidean distance, co-variance or mutual information of Genes and results are visualized graphically. Model driven framework is used presently for the analysis purpose of Gene Expression data. The model may be drawn depending on segregation network (inheritance relationship), allele network (removing unnecessary segregation indicators and associated arcs), genotype network (Mendelian Inheritance) or phenotype network (Observable function and behavior). The Gene, allele, genotype or phenotype are represented as individual vertices and the relation between them are represented by directed edge (the edge \( a \rightarrow b \) implies that Gene \( a \) regulates \( b \) in the sense that the expression of \( b \) is a direct consequence of the expression of \( a \)). To form a graphical model, following steps [8] are maintained: 1. Form an undirected graph by marrying the parents and moralizing the graph 2. Triangulation by adding fill-in edges to the moral graph until all cycles involving more than three nodes have chords. 3. Construct the junction tree by identifying the cliques. 4. Loading the junction tree identifying the potentials in factorization, and 5. Incorporation of observations.

IV. GRAPHICAL MODEL APPROACH

A. CONVENTIONAL MODEL

Conventional graphical modeling [9] depends on the Genetic regularity network where Genes are represented by the Vertices of a graph and conditional dependencies between their expression profiles are encoded by directed and undirected edges, with discretized and continuous data maintaining the Global Markov Property [7]. It becomes complicated when the number increases as it entails a large number of spurious edges in the model and also the evaluation of knowledge becomes difficult. The evaluation can be made easier by dividing the graph into smaller sub-
networks or can simply ignore the least important Genes. But for doing that, some important features may be missed. The prior knowledge about the Differentially-Expressed-Genes (DEGs) is required.

B. **GRAPHICAL GAUSSIAN MODEL (GGM)**

A solution to Conventional modeling with many Genes is that, condition will not be applied on all Genes at a time, instead, first modeling to small sub-networks with few Genes again and again and these sub networks are then combined for making inferences on the complete network. This modified graphical modeling approach also known as **co-variance selection model** makes it possible to include many Genes in the network while studying dependence patterns in a more complex and exhaustive way than with only pair wise correlation-based relationships.

- **Standard GGM**

  The less important edges are reconsidered in Standard GGM. **Bootstrap Resampling method** is applied and a high cutoff level as 0.8 led to reasonably low number of selected edges. In such a high level of cut-off, many true edges may be missed. If conditions are applied simultaneously on many variables, it will introduce many spurious edges that have little absolute pair wise correlation but create a high absolute partial correlation into the model [10].

- **Modified GGM**

  To improve upon the drawbacks of Standard GGM, Modified GGM has been introduced where the graph has been split into two sub graphs, each displaying the sub network of one module and its neighbors. Within a pathway many consecutive or closely positioned Genes are potentially jointly regulated. Two versions have been developed of this method: a **Frequentist approach** where each edge is tested for presence or absence; and a **Likelihood approach** with parameters $\theta_{ij}$, which describe the probability for an edge between i and j in a latent random. But, it can only reveal linear dependencies between Genes [10].

  In the multivariate t-distributions case, for more robust inference of graph Modified GGM is represented in a new look where the penalized likelihood inference combined with an application of the EM algorithm provides a computationally efficient approach to model selection. Two versions of multivariate t-distributions have been considered, one of which requires the use of **approximation techniques**, using a Markov chain Monte Carlo EM algorithm based on a Gibbs sampler named $t$-lasso and a simple variational approximation named $t_{VAR}^{*}$lasso that makes the resulting method feasible in large problems [11].

C. **BOOLEAN MODEL** [12]

Interactions between mRNAs and proteins are described as logical (Boolean) functions such that the state of Gene expressions (DEGs) is required.

- **Bayesian Model**

  A Bayesian network is a graph-based model of joint multivariate probability distributions that captures properties of conditional independence between variables in case of noisy observations [13]. This representation consists of two components. The first component, $E$, is a directed acyclic graph (DAG) whose vertices correspond to the random variables $(X_1, X_2, ..., X_n)$. The second component, $\theta$ describes a conditional distribution for each variable, given its
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parents in G. Together, these two components specify a unique distribution on \((X_1, X_2, \ldots, X_n)\). In this model, the graph G encodes the Markov Assumption: Each variable \(X_i\) is independent of its non-descendants, given its parents in G. Satisfying this property, the conditional joint distribution for each variable \(X_i\) can be decomposed in the following form:

\[
P(X_1, X_2, \ldots, X_n) = \prod_{i=1}^{n} P(X_i | Pa(X_i))
\]

Where, \(Pa(X_i)\) denotes the set of parents of \(X_i\), that can be Discrete or Continuous.

**Theorems:** Two DAGs are equivalent if and only if they have the same underlying undirected graph and the same v-structures (i.e. converging directed edges into the same node, such as \(a \rightarrow b \leftarrow c\)) [14].

**E. S-SYSTEM MODEL**

Among the dynamic and continuous approaches is the ‘S-system’ [15] [16] is a type of power-law formalism and is based on a particular type of ordinary differential equation in which the component processes are characterized by power-law functions. As it allows the customizing of analytical and computational methods, it has a great advantage in terms of system analysis and control design. Moreover, using S-system parameters, steady-state evaluation, control analysis, and sensitivity analysis of a given system can be established mathematically [17]. On the other hand, the S-system has a major disadvantage that all of its large number of parameters i.e. \(2(n(n + 1))\), where \(n\) is the number of state variables like concentration must be estimated which often causes bottlenecks problem. **Real-coded Genetic Algorithm** [18] has been used over Conventional binary GA to determine many parameters simultaneously with high accuracy and high optimization speed. For numerical integration of the S-system, there is a high-speed algorithm called ‘Evaluation and Simulation of Synergistic Systems (ESSYNS)’ [19].

**F. SVM MODEL**

In post-genomic biology, it is an important problem to predict the targets of a transcription factor (TF) by identifying subtle relationships between their expression profiles. The **Support Vector Machine (SVM)** [20] is a standard supervised machine-learning algorithm, based on recent developments in statistical learning theory [27] and models based on SVM is represented to determine the relationship between TFs and their targets. In this model, the pair is made between TF (say, R) and the Target (say T) and the directed edge \(R \rightarrow T\) denotes that transcription factor R regulates Gene T. In this approach, some Positive (i.e. only sequence-specific TFs) and some Negative (i.e. no regulatory relationship) examples needed to train properly. When there is a large difference between positive and negative examples of the data there occurs the Imbalance Problem [21] [22] which can be avoided by increasing the size of the under-represented set by random resampling and decreasing the size of the over-represented set by random removal of its members.

**G. HIDDEN MARKOV MODEL**

The statistical model, also called as ‘Genie’, that provides the framework for describing the grammar of a legal parse of a DNA sequence [24]. It provides simple solutions for integrating cardinality constraints reading frame constraints “indels” and homology searching, recently used in pattern recognition [25] and identification of Gene structure in E. coli [26]. In this model, edge represents the states in the state machine and nodes represent the transition between states. Let M=Model and a candidate DNA sequence, \(X = \{X[1], X[2], \ldots, X[n]\}\) is given, then the predicted Gene structure is defined as the ordered set of states, \(\phi = \{q_{1}, q_{2}, \ldots, q_{n}\}\), called the parse such that the probability of generating \(X\) according to \(\phi\) is maximal over all possible parses. The current implementation of Genie [23] as follows: 1. **Length Distributions** (generates length histogram from the training sets), 2. **Splice Site Model** (a backpropagation feed forward network is trained with one layer of hidden units), 3. **Intron Model** (windowed null model), and 4. **Exon Model** (the GC-content, codon usage and previous codon are simply integrated in a single discriminator).

**V. CONCLUSIONS**

In this review paper, we have studied and reviewed the different modeling approach. The different methods have estimated and also postulated different methodologies towards the implementation of graphical model of Gene. In...
Conventional Modeling approach, the author mainly given trace to the Global Markov Property whereas Gaussian Graphical Modeling approach represents more robust through co-variation selection of Genes. In this approach, the network model is subdivided into small subnetworks and each subnetwork is then processed through methods like Frequentist and Likelihood approach instead of evaluating the whole network as Conventional modeling. The Boolean modeling approach, described by Réka Albert [12], plays an important role in the stability of the segment polarity Genes. Bayes theorem has been developed on Gene expression data to develop a Bayesian Model of Gene. The Graphical Model is also implemented through Genetic Algorithm by Jonikow and Michalewicz [18] to remove the bottleneck problem in case of S-System Modeling. Moreover statistical methods such as SVM, Hidden Markov Model is also used for this purpose. It is not possible to identify a particular most effective model for overall analysis of all human DEGs or normal Genes. Though Conventional method plays well at pathway-finding, the future research focuses more on dynamic changes and interactions among biological objects.
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