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ABSTRACT: In this paper, an object recognition system is proposed, that provides the best way to recognize the object from the given image. The process of the proposed method is the input given to the system is the color image. First the color image is converted into Gray-scale image using color conversion method. To obtain the important details of the object, canny’s edge detection method is employed. The edge detected image is inverted. From the Inverted image the feature vector is constructed with the following information i) Hu’s Seven Moment Invariants ii) Center of the object iii) dimension of the object. The information stored in the database for each image is eigenvalue generated from the computed feature vector using Principal Component Analysis. K Nearest Neighbor is applied to the feature vector to recognize the object by comparing the information already available in the database to the eigenvalue of new image. To prove the efficiency of the proposed method the feature vector generated using orthogonal moment is used with K-Nearest Neighbor Method. The K-Nearest Neighbor outperforms well when compared to Fuzzy K-Nearest Neighbor and Back Propagation Network.
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I. INTRODUCTION

Object recognition is a fundamental problem in computer vision. Recognizing two-dimensional objects from an image is a well known. Most of the researchers consider the feature information for recognizing the object at either local or global. Only few evaluated both the local and global feature for the object recognition. Based on the features used for recognition, feature extraction methods can be broadly divided into two categories: local approaches and global approaches. Object recognition, which is an easy task for a human observer, has long been the focus of much research in Computer Vision, as an essential component of many machine-based object recognition systems. A large number of different approaches have been proposed in the literature. The problem in object recognition is to determine which, if any, of a given set of objects appear in a given image. Thus object recognition is a problem of matching models from a database with representations of those models extracted from the test image. In this paper, the given color image is preprocessed and converted into gery-scale image. The grey-scale image is used for the object recognition process. First Canny Edge Detection Method is applied to detect the edges. From the edged detected image the Geometric moment invariant is computed along with the dimension of the object and the center of the object. These computed values constitute the feature vector. The feature vector is applied Principal Component Analysis to reduce the dimensionality of the data and to produce the eigenvalue of the image. During the training phase the above process is performed and the eigenvalue along with the tag is stored in the database. During the testing phase for the given image the eigenvalue is computed and compared with the value retrieved from the database. Based on the result, a rotation and scaling invariant function is constructed to achieve a set of completely invariant descriptors. A k-nearest neighbors classifier is employed to implement classification[18].

Theoretical and experimental results show the superiority of this approach compared with orthogonal moment-based analysis methods. Also to prove the efficiency of k-nearest neighbor the Fuzzy-k nearest neighbor and back propagation
network is used for classification. From the results, it is shown that the k-nearest neighbor performs well compared to others.

The rest of the paper is organized as follows. Section III introduces the overall framework of the proposed method, which consists of canny’s edge detection, Geometric Moments and Moment Invariants. The Eigen Value computation is discussed in Section IV. After section IV, Section V describes the classifiers and neural networks used for the recognition purpose. Section VI provides experimental results and Section VII concludes the paper.

II. RELATED WORK

J.Gao et.al, suggests the nearest neighbor is the best method for classifications of patterns. Luo Juan and Oubong Gwun suggests PCA-SIFT plays significant role in extracting the best features for image deformation. LiLi et.al, proves that the kNN is easier and simpler to build an automatic classifier. Ahmed et.al, states that the importance of the SIFT keypoints in object identification. Ananthashayana V.K and Asha.V found that the PCA and IPCA plays vital role in the feature extraction process. Te-Hsiu et.al., proposes the use of eigenvalues of covariance matrix, resampling and autocorrelation transformation to extract unique features from boundary information and then use Minimum Euclidean distance method and back propagation neural networks for classification. S. Dudani et.al, shows that moment invariants plays vital role in aircraft identification.

III. PROPOSED WORK

The proposed framework consists of two stages i) Training phase and ii) testing phase. During the training phase the sub-set of images from COIL-100 is given as input to system. In the pre-processing stage the edge is detected in the image using canny’s edge detection and then the Geometric Moment invariants and the dimensions of the object are computed. The computer information is formed as feature vector. The dimensionality of the feature vector is reduced using principal component analysis, from which the eigenvalue of the image is computed. The computed eigenvalue is stored in the database with tag specifying the object. During testing phase, an image is given to the proposed system, the edge is detected, and from the edge detected image the feature vector is constructed using the moment invariants and the dimensions of the object. For the new feature vector the eigenvalue is calculated. k-nearest neighbor, fuzzy k-nearest neighbor and back propagation network is used for recognizing the object.

A. Canny’s Edge Detection:
Canny edge detection [19] uses linear filtering with a Gaussian kernel to smooth noise and then computes the edge strength and direction for each pixel in the smoothed image. This is done by differentiating the image in two orthogonal directions and computing the gradient magnitude as the root sum of squares of the derivatives. The gradient direction is computed using the arctangent of the ratio of the derivatives. Candidate edge pixels are identified as the pixels that survive a thinning process called non-maximal suppression. In this process, the edge strength of each candidate edge pixel is set to zero if its edge strength is not larger than the edge strength of the two adjacent pixels in the gradient direction. Thresholding is then done on the thinned edge magnitude image using hysteresis. In hysteresis, two edge strength thresholds are used. All candidate edge pixels below the lower threshold are labeled as non-edges and all pixels above the low threshold that can be connected to any pixel above the high threshold through a chain of edge pixels are labeled as edge pixels.

B. Moment Invariants:
Moment invariants are used in many pattern recognition applications. The idea of using moments in shape recognition gained prominence in 1961, when Hu derived a set of moment invariants using the theory of algebraic invariants [6]. Image or shape feature invariants remain unchanged if that image or shape undergoes any combination of the following changes i) Change of size (Scale) ii) Change of position (Translation) iii) Change of Orientation (Rotation) iv) Reflection.

The Moment invariants are very useful way for extracting features from two-dimensional images. Moment invariants are properties of connected regions in binary images that are invariant to translation, rotation and scale [3]. The normalized central moments (1), denoted by $\eta_{pq}$ are defined as
\[ \eta \ pq = \frac{\mu \ pq}{\gamma} \]  \hspace{1cm} (1)

where \[ \gamma = \frac{p + q}{2} + 1, \ p + q = 2,3,4,.... \]

A set of seven invariants can be derived from the second and third normalized central moments. This set of seven moment invariants from (2) to (8) is invariant to translation, rotation, and scale change.

\[ \phi_1 = \eta_{20} + \eta_{02} \]  \hspace{1cm} (2)
\[ \phi_2 = (\eta_{20} - \eta_{02})^2 + 4\eta_{11}^2 \]  \hspace{1cm} (3)
\[ \phi_3 = (\eta_{30} - 3\eta_{12})^2 + (3\eta_{21} - \eta_{03})^2 \]  \hspace{1cm} (4)
\[ \phi_4 = (\eta_{30} + \eta_{12})^2 + (\eta_{21} + \eta_{03})^2 \]  \hspace{1cm} (5)
\[ \phi_5 = (\eta_{30} - 3\eta_{12})(\eta_{30} + \eta_{12}) - 3(\eta_{21} + \eta_{03})^2 \]  \hspace{1cm} (6)
\[ \phi_6 = (\eta_{20} - \eta_{02})^2 - (\eta_{21} + \eta_{03})^2 \]  \hspace{1cm} (7)
\[ \phi_7 = (3\eta_{21} - \eta_{03})(\eta_{30} + \eta_{12}) - 3(\eta_{21} + \eta_{03})^2 \]  \hspace{1cm} (8)

**C. Orthogonal Moments:**

Since Hu introduces the moment invariants, moments and moment functions have been widely used in the field of image processing. Further research proceeds to the introduction of set of orthogonal moments (e.g. Legendre moment and Zernike moment), where orthogonal moments can be used to represent an image with the minimum amount of information redundancy. Legendre moments are used in many applications such as pattern recognition, face recognition, and line fitting. The Legendre moments were used merely, since it is highly complex in computation and costly during higher order moments. These orthogonal moments have the advantage of needing lower precision to represent differences to the same accuracy as the monomials. The orthogonality condition simplifies the reconstruction of the original function from the generated moments.

**IV. EIGEN VALUE AND PRINCIPAL COMPONENT ANALYSIS**

In linear algebra, the eigenvectors of a linear operator are non-zero vectors which, when operated on by the operator, result in a scalar multiple of them. The scalar is then called the eigenvalue (\( \lambda \)) associated with the eigenvector (X). Eigen vector is a vector that is scaled by a linear transformation. It is a property of a matrix. When a matrix acts on it, only the vector magnitude is changed not the direction.

\[ AX = \lambda X \]  \hspace{1cm} (9)

where A is a vector function.

Equation (10) is derived by using (9).

\[ (A - \lambda I)X = 0 \]  \hspace{1cm} (10)

where I is the n x n Identity matrix. This is a homogenous system of equations, and from fundamental algebra, it is known that a nontrivial solutions exists if and only if

\[ \det(A - \lambda I) = 0 \]  \hspace{1cm} (11)
where det() denotes determinant. When evaluated becomes a polynomial of degree n. This is known as the characteristic equation of A, and the corresponding polynomial. The characteristic polynomial is of degree n. If A is n x n, then there are n solutions or n roots of the characteristic polynomial. Thus there are n eigenvalues of A satisfying the equation,

$$AX_i = \lambda X_i$$  \hspace{1cm} (12)

where i = 1, 2, 3,...n

If the eigenvalues are all distinct, there are n associated linearly independent eigenvectors, whose direction are unique, which span an n dimensional Euclidean space.

In the case where there are r repeated eigenvalues, then a linearly independent set of n eigenvectors exist, provided the rank of matrix

$$(A - \lambda I)$$  \hspace{1cm} (13)

is rank n-r. Then the directions of the r eigenvectors associated with the repeated eigenvalues are not unique.

A. Principal Component Analysis:

PCA technique, also known as Karhunen-Loeve transform chooses a dimensionality reducing linear projection that maximizes the scatter of all projected samples [8]. If the total scatter is defined by $S_T$

$$S_T = \sum_{k=1}^{N} (x_k - \mu)(x_k - \mu)^T$$  \hspace{1cm} (14)

where $x_k \in R_n$ are sample images, N is the total number of sample images and $\mu$ is the mean image of all sample images then after applying a linear transform the resultant obtained are transformed features $y_k \in R_m$ in the reduced dimensional subspace;

$$y_k = W^T x_k$$  \hspace{1cm} (15)

where $W_T \in R_{mn}$ is a matrix with orthonormal columns. In PCA, the projection matrix $W_{opt}$ will be chosen to maximize the determinant of the total scatter of the transformed features.

$$W_{opt} = \arg \max_w \left| W^T S_T W \right|$$  \hspace{1cm} (16)

where $W^T S_T W$ is the scatter matrix of transformed features.

Principal Component Analysis is an eigenvector/value-based approach used in dimensionality reduction (or feature extraction) to the multivariate data. It is a way of identifying patterns in data, and expressing the data in such a way as to highlight their similarities and differences.

V. CLASSIFIERS

In pattern recognition, the k-nearest neighbor algorithm (k-NN) is a method for classifying objects based on closest training examples in the feature space. The k-nearest neighbor algorithm is amongst the simplest of all machine learning algorithms: an object is classified by a majority vote of its neighbors (k is a positive integer, typically small). If k= 1, then the object is simply assigned to class of its nearest neighbor. The nearest-neighbor method is perhaps the simplest of all algorithms for predicting the class of a test example. The training phase is simple, ie., to store every training example, with its label. To make a prediction for a test example, first compute its distance to every training example. Then, keep the k closest training examples, where k ≥ 1 is a fixed integer. This basic method is called the k-NN algorithm. For example k=3, when each example is a fixed-length vector of real numbers, the most common distance function is Euclidean distance

$$d(x,y) = \| x - y \| = \sqrt{(x-y) \cdot (x-y)} = \left( \sum_{i=1}^{m} (x_i - y_i)^2 \right)^{1/2}$$  \hspace{1cm} (17)

where x and y are points in $R^m$.

A. K-Nearest Neighbor

K-Nearest Neighbor algorithm (KNN) is part of supervised learning that has been used in many applications in the field of data mining, statistical pattern recognition and many others. KNN is a method for classifying objects based on closest training examples in the feature vector. An object is classified by a majority vote of its neighbors [11]. K is always a positive integer. The neighbors are taken from a set of objects for which the correct classification is known. It
is usual to use the Euclidean distance, though other distance measures such as the Manhattan distance can be used. The algorithm for computing the K-nearest neighbors is as follows:

1. First determine the parameter K = number of nearest neighbors.
2. Calculate the distance between the query-instance and all the training samples. For distance estimation, Euclidean distance method is used.
3. Sort the distance for all the training samples and determine the nearest neighbor based on the K-th minimum distance.
4. Get all the categories of the training data for the sorted value which falls under K.
5. Use the majority of nearest neighbors as the prediction value.

B. Back-Propagation Neural Network

A Back-Propagation neural network (BPN) consists of at least three layers of units: an input layer, at least one intermediate hidden layer, and an output layer as Fig. a. Typically, units are connected in a feed-forward fashion with input units fully connected to units in the hidden layer and all the hidden units fully connected to units in the output layer [9].

![Back-propagation neural networks](image)

Figure a. Back-propagation neural networks

The purpose of using Back-Propagation neural network in this study is to adopt the characteristics of memorizing and referencing properties that recognize the testing 2D image feature [4]. The input of the network is the feature information extracted from the image. And the target is the designated index of the object. When training the BPN, the input pattern (x1,x2) is fed to the network, through the hidden layers to the output layer. The output pattern is compared with the target pattern to find the deviation. These extracted features are continuously fed into a BPN and the network will self-adjust until a set of weights (V11, V12, V21, and V22) with specified error value. Then these weights are stored and used for recognition later on.

C. Fuzzy K-Nearest Neighbor (K-NN) classifier

The fuzzy K-NN is proposed to solve the classification problem by using fuzzy set theory. This method assigns class membership to an input pattern x rather than a particular class as in K-NN. In fuzzy K-NN the result is membership information of x to each class. The advantage of using fuzzy set theory is that no arbitrary assignments are made. In addition, the membership values of input pattern would provide a level of assurance to the results of classification.

VI. EXPERIMENTAL RESULTS

The proposed method has been implemented using C#.NET on a personal computer with Pentium IV 2.40 GHz, 1 GB DDR RAM. For training/testing, subsets of the COIL-100 database [14] of images are used, which contains about 7200 images in which about 100 different kinds of objects. To experiment the proposed method the 36 object classes are selected. Some of the object classes are Bottle, Car, Can, Toy, Cup, and Tomato etc, as shown in Fig. c. The result is about 2000 training images and 560 testing images, most of which are about 128 x 128 pixels in size. The experiments were conducted to test the recognition accuracy of the proposed approach. The second objective was to verify the robustness of the proposed method. A comparison of the performance this method with orthogonal moment based Zernike and Legendre moment, also with the Back Propagation Network and Fuzzy K-Nearest Neighbor Network.
Following the framework of the proposed system in Fig. a. The image is preprocessed as follows. First the given color image is converted into grey-scale image. In order to reduce the amount of computation instead of considering the entire image, the edge detection operation is performed to obtain the edge of the image. For edge detection, in the proposed method canny’s edge detection method is used. Once the edge is detected the image is applied an image transformation process to invert the image. After that the resultant image is used for feature extraction process. First the Hu’s Seven Moment invariant is computed using (2) to (8). The dimension of the object and the center of the image are computed as follows. In order to get the dimension of a shape, the vertical and horizontal projection for an edge detected image was applied. First horizontal projection is performed by counting the total number of pixels of the edge detected image in each row. The row with the maximum number of pixels was recorded. Then, beginning at this row, upper and lower rows were sought. The first upper row with a projected value smaller than a threshold was marked as the top of the edge of the object in the image, and the first lower row with a projected value smaller than a threshold value was marked as the bottom boundary of the object in the image. The horizontal projection provides the height of the object in the image. The same technique was then used on vertical projection to find the width of the object in the image. Using the values obtained in the vertical projection and horizontal projection it is easier to find the center of the object. Also the center of the image is obtained using moment invariant computation. Both the values are used for feature vector formation.

The computed feature vector is processed to determine the eigenvalue of the image and stored in the database during the training phase. During the testing phase, the same process is repeated and the computed eigenvalue for the test image is compared with the eigenvalue retrieved from the database. The K-Nearest Neighbor classifier recognizes the object and identifies the correct index; actually the test image belongs to.

To train the Back propagation neural network and compute the proper weights, a feature vector computed from the set of training images are provided as input vector. The target pattern is given the object index and label for the object. Once the network gets trained, the test image feature vector is given to the input layer. The BP neural network correctly recognizes the image. In the same way the fuzzy k-Nearest neighbor classifier is implemented with training/test images. Using the similarity values, back propagation neural networks and k-nearest neighbor classifier then determines the class of the new image.

A. Results on COIL-100 Database

From COIL-100 database, 36 objects are selected for training and testing. The sample views of some objects are shown in Fig. b. The experiments are conducted on this database by varying the number of training samples for 97% confidence interval. This result is shown in the Table a and Fig. c. It can be seen that the K-Nearest Neighbor algorithm performs well when compared to the recognition rate of Back-Propagation Neural Network and Fuzzy K-Nearest Neighbor classifier. From the Table b and Fig. d. the proposed feature extraction method moment invariants along with the center of the object and the dimension of the object using eigenvalue provides better feature vector compared to the other methods like orthogonal moments and moment Invariants. From the above results the proposed method of recognizing object using eigenvalue with the help of classifier k-nearest neighbor provides effective and higher accuracy.
Table a. Recognition accuracy (%) for varying number of training samples

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Number of Training Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50</td>
</tr>
<tr>
<td>K-NN</td>
<td>80</td>
</tr>
<tr>
<td>BPN</td>
<td>62</td>
</tr>
<tr>
<td>Fuzzy K-NN</td>
<td>69</td>
</tr>
</tbody>
</table>

Table b. Performance comparison (%) for Different feature extraction methods.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Feature Extraction Methods</th>
<th>Proposed Method (PCA+Moment Invariant)</th>
<th>Moment Invariants</th>
<th>Orthogonal Moment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K-NN</td>
<td></td>
<td>97</td>
<td>86</td>
<td>84</td>
</tr>
<tr>
<td>BPN</td>
<td></td>
<td>90</td>
<td>79.2</td>
<td>78.46</td>
</tr>
<tr>
<td>Fuzzy K-NN</td>
<td></td>
<td>86</td>
<td>78.9</td>
<td>74.22</td>
</tr>
</tbody>
</table>

VII. CONCLUSION AND FUTURE WORK

In this paper it is shown that the proposed method K-Nearest Neighbor using eigenvalue computed from the local and global features of the image, to recognize the object from an image efficiently when compared to the BPN and Fuzzy K-Nearest Neighbors method. Also the proposed method combines the global and local features for the construction of the feature vector. The experiments are conducted on the both the proposed method and the conventional method. Overall, it is observed that the proposed method performing significantly better than the conventional algorithms which use moment invariants/orthogonal moments.

The recognition accuracy presented here demonstrates the power of combining the global and local features using eigenvalue. It is also expected that the proposed method may be applied to various applications like Computer enabled vision for the partially blind, surveillance system, automated visual inspection and fish species classification. One of the limitations of the proposed method is the recognition of single object in the given image. Our future work will focus on using multiple object recognition.
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