Optimizing User Navigation with Pattern based Web Site Restructuring Scheme
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Abstract: Web mining techniques are used to analyze web resource details. Content mining, structure mining and usage mining are the main types of web mining. Web page contents are analyzed in the content mining process. Structure mining technique is used to analyze the web site and page layouts. User access details are analyzed using usage mining methods. Web site structures are altered to improve the user navigations. Web personalization method reconstructs the page links with reference to the traversal path and profile of a particular user. Transformation mechanism is applied to modify the site structure for all users.

User navigation data is used to relink web pages to improve navigability. The out degree refers the number of outward links in a page. Out degree threshold is used to control the number of links in a page to minimize information overload in a page. Targeted pages are identified with page-stay time information. Mini sessions are identified with processed logs and path threshold information. Mathematical programming model is used to improve the user navigation on a website with minimum alteration in the current structure. Backtracking algorithm is used to estimate backtracking pages from mini sessions. Average user navigation and benefited user count metrics are used to evaluate the navigation performance.

The web site restructuring scheme is enhanced with frequent pattern mining mechanism. Dynamic out degree threshold estimation model is adapted for the system. Target page identification process is performed with sequential patterns. Relative link information is used for the navigation pattern analysis.

I. INTRODUCTION

Web Mining, which focuses on automatically discovering information and knowledge through the analysis of Web contents, Web structure and Web usages. Since the Web is huge, heterogeneous and dynamic, automated Web information and knowledge discovery calls for novel technologies and tools, which may take advantage of the state-of-the-art technologies from various areas, including machine learning, data mining, information retrieval, database and nature language processing.

The Web itself and the search engine indices contain information about the documents. Documents have different types of relationships among themselves. Hyperlinks add depth to documents, providing the multi-dimensionality, which characterizes the Web. Documents have an address, a URL, which represents a logical location on a server, which may provide information about the relationship of this document to other on the server. Also, there is a relationship to other documents on the Web unknown to the document, the search engine index may discover such relationships.

Web mining is a huge, interdisciplinary and very dynamic scientific area, converging from several research communities such as database, information retrieval, and artificial intelligence especially from machine learning and natural language processing. The World Wide Web (Web) is a popular and interactive medium, ideal for publishing information. It is huge, diverse and dynamic and thus raises issues of scalability, multimedia and temporal data respectively. This situation,
the users are currently “drowning” in an information overload that expands at a rate that far outpaces human ability to process and exploit it.

Web mining techniques could be used to solve the information overload problems described above, directly or indirectly. Web mining can be broadly defined as the automated discovery and analysis of useful information from the web documents and services using data mining techniques. With the huge amount of information available online, the World Wide Web is a fertile area for data mining research. Web Mining research is at the crossroads of research from several research communities, such as database, information retrieval, and within AI, especially the sub areas of machine learning and natural language processing. Web mining is the use of data mining techniques to automatically discover and extract information from web documents and services. The web is rich with information; gathering and making sense of this data is difficult because publication on the web is largely unorganized.

II. RELATED WORK

The growth of the Internet has led to numerous studies on improving user navigations with the knowledge mined from webserver logs and they can be generally categorized in to web personalization and web transformation approaches. Web personalization is the process of “tailoring” webpages to the needs of specific users using the information of the users’ navigational behavior and profile data. Perkowitz and Etzioni describe an approach that automatically synthesizes index pages which contain links to pages pertaining to particular topics based on the co-occurrence frequency of pages in user traversals, to facilitate user navigation. The methods proposed by Mobasher et al. and Yan et al. create clusters of users profiles from weblogs and then dynamically generate links for users who are classified into different categories based on their access patterns. Nakagawa and Mobasher develop a hybrid personalization system that can dynamically switch between recommendation models based on degree of connectivity and the user’s position in the site. For reviews on web personalization approaches, see [12].

Web transformation, on the other hand, involves changing the structure of a website to facilitate the navigation for a large set of users [8] instead of personalizing pages for individual users. Fu et al. describe an approach to reorganize webpages so as to provide users with their desired information in fewer clicks. However, this approach considers only local structures in a website rather than the site as a whole, so the new structure may not be necessarily optimal. Gupta et al. [9] propose a heuristic method based on simulated annealing to relink webpages to improve navigability. This method makes use of the aggregate user preference data and can be used to improve the link structure in websites for both wired and wireless devices. However, this approach does not yield optimal solutions and takes relatively a long time (10 to 15 hours) to run even for a small website. Lin [10] develops integer programming models to reorganize a website based on the cohesion between pages to reduce information overload and search depth for users. In addition, a two-stage heuristic involving two integer-programming models is developed to reduce the computation time. However, this heuristic still requires very long computation times to solve for the optimal solution, especially when the website contains many links. Besides, the models were tested on randomly generated websites only, so its applicability on real websites remains questionable. To resolve the efficiency problem in [10], Lin and Tseng [8] propose an ant colony system to reorganize website structures. Although their approach is shown to provide solutions in a relatively short computation time, the sizes of the synthetic websites and real website tested in [8] are still relatively small, posing questions on its scalability to large-sized websites.

There are several remarkable differences between web transformation and personalization approaches. First, transformation approaches create or modify the structure of a website used for all users, while personalization approaches dynamically reconstitute pages for individual users. Hence, there is no predefined/built-in web structure for personalization approaches. Second, in order to understand the preference of individual users, personalization approaches need to collect information associated with these users. This computationally intensive and time-consuming process is not required for transformation approaches. Third, transformation approaches make use of aggregate usage data from weblog files and do not require tracking the past usage for each user while dynamic pages are typically generated based on the users’ traversal.
path. Thus, personalization approaches are more suitable for dynamic websites whose contents are more volatile and transformation approaches are more appropriate for websites that have a built-in structure and store relatively static and stable contents. This paper examines the questions of how to improve user navigation in a website with minimal changes to its structure. It complements the literature of transformation approaches that focus on reconstructing the link structure of a website. As a result, our model is suitable for website maintenance and can be applied in a regular manner.

III. WEBSITE STRUCTURE IMPROVEMENT

The advent of the Internet has provided an unprecedented platform for people to acquire knowledge and explore information. There are 1.73 billion Internet users worldwide as of September 2009, an increase of 18 percent since 2008 [1]. The fast-growing number of Internet users also presents huge business opportunities to firms. According to Grau [2], the US retail e-commerce sales totaled $127.7 billion in 2007 and will reach $218.4 billion by 2012. In order to satisfy the increasing demands from online customers, firms are heavily investing in the development and maintenance of their websites. InternetRetailer [3] reports that the overall website operations spending increased in 2007, with one-third of site operators hiking spending by at least 11 percent, compared to that in 2006.

Despite the heavy and increasing investments in website design, it is still revealed, however, that finding desired information in a website is not easy and designing effective websites is not a trivial task [5], [6]. Galletta et al. [7] indicate that online sales lag far behind those of brick-and-mortar stores and at least part of the gap might be explained by a major difficulty users encounter when browsing online stores. Palmer highlights that poor website design has been a key element in a number of high profile site failures. McKinney et al. also find that users having difficulty in locating the targets are very likely to leave a website even if its information is of high quality.

A primary cause of poor website design is that the web developers’ understanding of how a website should be structured can be considerably different from those of the users. Such differences result in cases where users cannot easily locate the desired information in a website. This problem is difficult to avoid because when creating a website, web developers may not have a clear understanding of users’ preferences and can only organize pages based on their own judgments. However, the measure of website effectiveness should be the satisfaction of the users rather than that of the developers. Thus, Webpages should be organized in a way that generally matches the user’s model of how pages should be organized.

Previous studies on website has focused on a variety of issues, such as understanding web structures finding relevant pages of a given mining informative structure of a news website, and extracting template from webpages [11]. Our work, on the other hand, is closely related to the literature that examines how to improve website navigability through the use of user navigation data. Various works have made an effort to address this question and they can be generally classified into two categories: to facilitate a particular user by dynamically reconstituting pages based on his profile and traversal paths, often referred as personalization, and to modify the site structure to ease the navigation for all users, often referred as transformation.

In this paper, we are concerned primarily with transformation approaches. The literature considering transformations approaches mainly focuses on developing methods to completely reorganize the link structure of a website. Although there are advocates for website reorganization approaches, their drawbacks are obvious. First, since a complete reorganization could radically change the location of familiar items, the new website may disorient users. Second, the reorganized website structure is highly unpredictable, and the cost of disorienting users after the changes remains unanalyzed. This is because a website’s structure is typically designed by experts and bears business or organizational logic, but this logic may no longer exist in the new structure when the website is completely reorganized. Besides, no prior studies have assessed the usability of a completely reorganized website, leading to doubts on the applicability of the reorganization approaches. Finally, since website reorganization approaches could dramatically change the current structure, they cannot be frequently performed to improve the navigability.
Our problem can be regarded as a special graph optimization problem. We model a website as a directed graph, with nodes representing pages and arcs representing links. Let \( N \) be the set of all webpages and \( \lambda_{ij} \), where \( i, j \in N \), denote page connectivity in the current structure, with \( \lambda_{ij} = 1 \) indicating page \( i \) has a link to page \( j \), and \( \lambda_{ij} = 0 \) otherwise. The current out-degree for page \( i \) is denoted by \( W_i = \sum_{j \in N} \lambda_{ij} \).

IV. WEBSITE RESTRUCTURING MODEL

In summary, this paper makes the following contributions. First, we explore the problem of improving user navigation on a website with minimal changes to its current structure, an important question that has never been examined in the literature. We define two metrics and use them to assess whether user navigation is indeed enhanced on the improved structure. Particularly, the first metric measures how many users can benefit from the improved structure. Evaluation results confirm that user navigation on the improved website is greatly enhanced.

In summary, this paper makes the following contributions. First, we explore the problem of improving user navigation on a website with minimal changes to its current structure, an important question that has never been examined in the literature. We define two metrics and use them to assess whether user navigation is indeed enhanced on the improved structure. Particularly, the first metric measures whether the average user navigation is facilitated in the improved structure, and the second metric measures how many users can benefit from the improved structure. Evaluation results confirm that user navigation on the improved website is greatly enhanced.
From the log files, we obtain the set $T$ of all mini sessions. For a mini session $S \in T$, we denote $\text{tgt}(S)$ the target page of $S$. Let $L_m(S)$ be the length of $S$, i.e., the number of paths in $S$, and $L_p(k, S) L_p(k, S)$, for $1 \leq k \leq L_m(S)$, be the length of the $k$th path in $S$, i.e., the number of pages in the $k$th path of $S$. We further define $\text{docno}(r, k, S)$, for $1 \leq k \leq L_m(S)$ and $1 \leq r \leq L_p(k, S)$, as the $r$th page visited in the $k$th path in $S$. Take the mini session $S$, it follows that $L_m(S) = 3$, $L_p(1, S) = 3$, and $\text{docno}(1, 1, S) = A$, as this mini session has three paths and the first path has three pages (A, D, and H) in which page A is the first page. We define $E = \{(i, j) : i, j \in N \text{ and } i \in S \text{ and } j = \text{tgt}(S)\}$ and $\text{Ne} = \{(i, j) : i \in E, j \in \text{Egs}\}$. In essence, $E$ is the set of candidate links that can be selected to improve the site structure to help users reach their targets faster. Our problem is to determine whether to establish a link from $i$ to $j$ for $(i, j) \in E$. Let $x_{ij} \in \{0, 1\}$ denote the decision variable such that $x_{ij} = 1$ indicates establishing the link.

As explained earlier, Webmasters can set a goal for user navigation for each target page, which is denoted by $b_j$ and is termed the path threshold for page $j$. Given a mini session $S$ with target page $j$ and a path threshold $b_j$, we can determine whether the user navigation goal is achieved in $S$ by comparing the length of $S$, i.e., $L_m(S)$, with path threshold $b_j$ for the target page of $S$. If the length of $S$ is larger than $b_j$, it indicates the user navigation in $S$ is “below” the goal. Then, we need to alter the site structure to improve the user navigation in $S$ to meet the goal. Otherwise, no improvement is needed for $S$.

Intuitively, given path thresholds, we can determine which mini sessions need to be improved and hence are relevant to our decision (termed relevant mini sessions). The irrelevant mini session are not considered in our model. We denote the set of relevant mini sessions by $T^r \subseteq T$. For a mini session $S \in T^r$, it is said to be improved if the website is altered in a way such that the user could reach the target within the associated path threshold after changes are made to the site structure.

We define parameters $\alpha_{ij}^{S}$ to be 1 if $\text{docno}(r, k, S) = 1$ and $\text{tgt}(S) = j$, and 0 otherwise. In other words, $\alpha_{ij}^{S} = 1$ if and only if page $i$ is the $r$th visited page in the $k$th path in $S$ and page $j$ is the target of $S$. Further, we define variable $C_{ij}^{S}$, which will be set to one if the solution indicates establishing a link from the $r$th page in the $k$th path in $S$ to the target page of $S$, i.e., $\text{tgt}(S)$, and 0 otherwise. As will be explained later, the use of $C_{ij}^{S}$ is to build connections between variables $x_{ij}$ and $C_{ij}^{S}$, where the first variable uses global indices and the latter is defined using local indices.

Similar to prior studies, appropriate out-degree thresholds can be specified for webpages. We denote $C_i$ the outdegree threshold for page $i$. Nevertheless, our model “penalizes” a page if its out-degree is larger than the threshold instead of modeling the threshold as a hard constraint. In effect, out-degree $C_i$ indicates the maximum number of links that page $i$ can have without being penalized. Let $p_i$ be the number of links exceeding the out-degree threshold $C_i$ for page $i$ in the improved structure. Depending on the application of our model, different weights of penalties can be imposed on pages whose out-degree exceeds the respective out-degree threshold. We denote the weight by $m$ and term it the multiplier for the penalty term.

V. ISSUES ON WEBSITE RESTRUCTURING PROCESS

User navigation data is used to relink web pages to improve navigability. The out degree refers the number of outward links in a page. Out degree threshold is used to control the number of links in a page to minimize information overload in a page. Targeted pages are identified with page-stay time information. Mini sessions are identified with processed logs and path threshold information. Mathematical programming model is used to improve the user navigation on a website with minimum alteration in the current structure. Backtracking algorithm is used to estimate backtracking pages from mini sessions. Average user navigation and benefited user count metrics are used to evaluate the navigation performance. The following issues are identified from the current website restructuring methods.

- User access pattern are not considered
- Out degree threshold is not optimized
VI. ASSOCIATION RULE MINING PROCESS

A number of data mining algorithms have been introduced to the community that perform summarization of the data, classification of data with respect to a target attribute, deviation detection and other forms of data characterization and interpretation. One popular summarization and pattern extraction algorithm is the association rule algorithm, which identifies correlations between items in transactional databases.

Given a set of transactions, each described by an unordered set of items, an association rule $X \rightarrow Y$ may be discovered in the database, where $X$ and $Y$ are conjunctions of items. The intuitive meaning of such a rule is that transactions in the database, which contain the items in $X$, tend to also contain the items in $Y$. An example of such a rule might be many observed customers who purchase tires and auto accessories also buy some automotive services. In this case, $X = \{\text{tires, auto accessories}\}$ and $Y = \{\text{automotive services}\}$. Two numbers are associated with each rule that indicates the support and confidence of the rule. The support of the rule $X \rightarrow Y$ represents the percentage of transactions from the original database that contain both $X$ and $Y$. The confidence of rule $X \rightarrow Y$ represents the percentage of transactions containing items in $X$ that also contain items in $Y$. Applications of association rule mining include cross marketing, attached mailing, catalog design and customer segmentation. An association rule discovery algorithm searches the space of all possible patterns for rules that meet the user-specified support and confidence thresholds. The problem of discovering association rules can be divided into two steps:

- Find all item sets whose support is greater than the specified threshold. Item sets with minimum support are called frequent item sets. Generate association rules from the frequent item sets. To do this, consider all partitioning of the item set into rule left-hand and right-hand sides. Confidence of a candidate rule $X \rightarrow Y$ is calculated as support ($XY$) / support ($X$). All rules that meet the confidence threshold are reported as discoveries of the algorithm.

L1: = \{frequent 1-itemsets\};
k:= 2; // k represents the pass number
While (Lk-1)
    Ck = New candidates of size k generated from Lk-1
    For all transactions t in D Increment count of all candidates in Ck
    That are contained in t
    Lk = All candidates in Ck with minimum support
    k = k+1
Report Uk Lk as the discovered frequent item sets

The first pass of the algorithm calculates single item frequencies to determine the frequent 1-itemsets. Each subsequent pass $k$ discovers frequent item sets of size $k$. To do this, the frequent item sets Lk-1 found in the previous iteration are joined to generate the candidate item sets Ck. Next; the support for candidates in Ck is calculated through one sweep of the transaction list. From Lk-1, the set of all frequent (k-1) item sets; the set of candidate k-item sets is created. The intuition behind this Apriori candidate generation procedure is that if an item set $X$ has minimum support, so do all the subsets of $X$. Thus new item sets are created from (k-1) item sets $p$ and $q$ by listing $p.item1, p.item2, p.item(k-1), q.item(k-1)$. Items $p$ and $q$ are selected if items 1 through k-2 are equivalent for $p$ and $q$ and item k-1 is not equivalent. Once candidates are generated, items etcs are removed from consideration if any (k-1) subset of the candidate is not in Lk-1.

VII. PATTERN BASED WEB SITE RESTRUCTURING SCHEME

Web site restructuring is performed with links and access log details. Apriori algorithm is used for the usage pattern analysis. Page domains are used for the reconstruction process. The system is divided into five major modules. They
are log optimizer, site structure analysis, statistical model based restructuring, pattern identification and pattern based restructuring.

Log optimizer module is designed to perform access log preprocessing operations. Web page links are analyzed under the site structure analysis module. Statistical model based restructuring module is designed to rearrange the web site links. The pattern identification module is designed to fetch access patterns. Pattern based restructuring module is designed to perform site rearrangement using patterns.

7.1. Log Optimizer
The web page requests are maintained under the access log files. Data populate process transfers the log data into database. Redundant page requests are removed from the log files. The page requests are grouped into sessions.

7.2. Site Structure Analysis
Link information are collected for each page in the web site. Indegree is calculated with the inlink count for the web page. Outlink count is used to estimate the outdegree value for the web page. Indegree and outdegree values are used in the site restructuring process.

7.3. Statistical Model Based Restructuring
Mini session identification is carried out with the access log details. Back tracking algorithm is used to estimate back tracking pages. Outdegree threshold is used to rearrange the links in a web page. Outdegree and request frequency for the pages are used in the restructuring process.

7.4. Pattern Identification
Association rule mining method is used to identify the user access patterns. Apriori algorithm is used in the pattern extraction process. Support and confidence values are estimated from the session details. Minimum support and minimum confidence values are used for the pattern identification process.

7.5. Pattern Based Restructuring
Web site restructuring is performed with usage patterns. Dynamic outdegree threshold identification scheme is used to estimate the outlink levels. Search domains are used to identify the user interest levels. Access patterns, outdegree threshold and stay time details are used in the restructuring process.

VIII. CONCLUSION AND FUTURE WORK
Web usage mining techniques are used to analyze the user search behaviors. Web page links are used to manage the user navigations in the web site. Web page links are restructured to improve the user navigations. Pattern based model is used to improve the web site restructuring process. The system requires minimum site structure changes. High scalability is supported by the system. Web site navigability is improved by the pattern based model. Cost minimized model is used in the website restructuring process. The system can be enhanced with the following features. The system can be integrated with web personalization problem. The system can be connected with web proxy caching schemes. The prediction scheme can be adopted to predict dynamic pages with query values. Dynamic page based site restructuring can be adapted with the system.
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