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Abstract: Image fusion algorithms based on SWT (Stationary Wavelet Transform) and fuzzy logic were developed and demonstrated. It was observed that fusion using SWT with higher levels of decomposition provides better fusion results. Similarly, Fuzzy image fusion with more number of membership functions provides better results. SWT based image fusion algorithm produces better quality of fused images at the cost of execution time compared to the fuzzy logic based image fusion algorithm. A novel image fusion algorithm (Fuzzylet) had been developed by combining the features of SWT and fuzzy logic. Fuzzylet based image fusion algorithm outperformed compared to SWT and fuzzy based image fusion algorithms at the cost of execution time.
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I. INTRODUCTION

Image fusion is a process of integrating information obtained from various imaging sensors which results in a single image containing complete information. Image fusion is to reduce uncertainty and minimize redundancy in the output by maximizing relevant information from the input images of a scene into a single composite image that is much more clearly informative and is more suitable for visual perception and processing. Image Fusion has got great importance in many applications such as object detection, automatic target recognition, remote sensing, computer vision, flight vision, robotics etc. Image fusion is usually done in three different levels of image representation, they are:

i. Pixel level: In this method, integration is performed at a level where pixels are least processed and each pixel in the fused image is calculated from the input images

ii. Feature level: It requires extraction of features from the input images first, and fusion is done based on features that matches certain selection criteria

iii. Symbol level/Decision level: In this method, output from initial object detection and classification from source image are given as input to fusion algorithm

This paper deals with pixel level image fusion. There are various methods for Image Fusion like, image fusion using weighted average, HPF (High Pass Filter), IHS (Intensity Hue Saturation), PCA (Principal Component Analysis, pyramid based decomposition (such as Laplace pyramid decomposition, ratio pyramid, etc.),wavelet transform (WT), etc [1]. Among these, wavelet transform becomes an important aspect of image fusion research with the merits of multi-scale and multi-resolution. In [2], an algorithm of multi-sensor image fusion using wavelets and Principal Component Analysis (PCA) is proposed and comparison of image fusion with different techniques based on fusion quality performance metrics is done. Multi-resolution wavelet transforms provides good localization in both spatial and frequency domains. Discrete Wavelet Transform (DWT) provides directional information in decomposition levels and contains unique information at different resolutions. Wavelets are suffered with shift variant and edges are not produced in the fused image. Stationary Wavelet Transform (SWT) solves this problem which is shift invariant [3]. Since the concept of image fusion is not that certain and crisp, Fuzzy logic is implemented for image fusion in order to incorporate uncertainty to the images [4]. Fuzzy sets are to represent spatial information in images along with their imprecision. By proper tuning of membership functions and by proper formulation of rules, good quality fused image can be obtained using fuzzy logic with less execution time [5] [6]. Fuzzy logic has got application in multi-sensor image fusion also [7]. Image fusion using SWT with higher levels of decomposition provides better fusion results. But
the fusion rules used in SWT algorithm are very certain and crisp. It is assumed that incorporating fuzzy logic into
SWT would give better results by introducing uncertainty to the fusion logic of SWT so that the fusion will preserve
more detail spectral and spatial information.

This paper proposes a new algorithm for Pixel Level Image Fusion in which fuzzy logic is incorporated into SWT
algorithm and hence named as ‘Fuzzylet Fusion Algorithm’, which comprises the advantages of both fuzzy logic and
SWT. This algorithm gives better results than using SWT and Fuzzy Logic of similar conditions independently. In this
paper all of the three image fusion techniques, SWT, Fuzzy and Fuzzylet are discussed and experiments are done with a
set of images.

II. IMAGE FUSION ALGORITHMS

A. Stationary Wavelet Transform (SWT)

Wavelets are localized waves having finite energy, which are suited for analysis of transient signal. The
irregularity and good localization properties make them better basis for analysis of signals with discontinuities. DWT is
a type signal representation that can give the frequency content of the signal at a particular instant of time. It provides
directional information in decomposition levels and contains unique information at different resolutions. But DWT is
shift variant because of down sampling process and if there is a movement of object in the input images, the
performance of this method will deteriorate. SWT solve this problem which is translation invariant, without down
sampling process. Therefore, all approximation and detail coefficient sub bands have the same size as the input images.
The fused image is reconstructed by performing Inverse Stationary Wavelet Transform (ISWT).

In the wavelet based image fusion process [2], the steps mainly involved are registering source images, performing
wavelet transform on each input images, generating a fusion decision map based on a defined fusion rule and
constructing fused wavelet coefficient map from the wavelet coefficients of the input images according to the Fusion
decision map. Finally, transform back (ISWT) to the spatial domain.

Discrete stationary wavelet transform performs a multilevel 2-D stationary wavelet analysis using either a specific
orthogonal wavelet or specific orthogonal wavelet decomposition filters. Stationary wavelet decomposition results in
approximation and detail coefficients. They are named as; A (contains the coefficients of approximation), H, V and D
(contain the coefficients of Horizontal, Vertical and Diagonal details). The Matlab code for image fusion using
stationary wavelet transform is available in [8]. The images to be fused \( I_1 \) and \( I_2 \) are decomposed into
\( K(k=1,2,...,K) \) levels using SWT. The resultant approximation and detail coefficients from \( I_1 \) are

\[
I_1 \rightarrow \left\{ A_{k}, \left\{ H_{k}, V_{k}, D_{k} \right\}_{k=1,2,...,K} \right\}. \quad \text{Similarly from } I_2, \text{ the resultant decomposed coefficients are}
\]

\[
I_2 \rightarrow \left\{ A_{k}, \left\{ H_{k}, V_{k}, D_{k} \right\}_{k=1,2,...,K} \right\}. \quad \text{At each decomposition level } (k=1,2,...,K), \text{ the fusion rule will select the}
\]

larger absolute value of the two SWT detail coefficients, since the detail coefficients corresponds to sharper brightness
changes in the images such as edges, object boundaries etc. These coefficients are fluctuating around zero. At the last
level (\( k = K \)), the fusion rule take average of the SWT approximation coefficients since the approximation coefficients at
last level are the smoothed (low passed) version of the original image. The fused image \( I_f \) can be obtained using :

\[
I_f \leftarrow \left\{ A_{k}, \left\{ \frac{1}{2}H_{k} + \frac{1}{2}V_{k}, \left\{ D_{k} \right\}_{k=1,2,...,K} \right\} \right\}
\]

(1)

Where

\[
\frac{1}{2}A_{k} + \frac{1}{2}A_{k}
\]

(2)

\[
\frac{1}{2}H_{k} \begin{cases} \left\{ H_{k} \right\} \geq \left\{ H_{k} \right\} \quad k = 1,2,...,K \\ \left\{ H_{k} \right\} < \left\{ H_{k} \right\} \quad k = 1,2,...,K 
\end{cases}
\]

(3)

\[
\frac{1}{2}V_{k} \begin{cases} \left\{ V_{k} \right\} \geq \left\{ V_{k} \right\} \quad k = 1,2,...,K \\ \left\{ V_{k} \right\} < \left\{ V_{k} \right\} \quad k = 1,2,...,K 
\end{cases}
\]

(4)

\[
\frac{1}{2}D_{k} \begin{cases} \left\{ D_{k} \right\} \geq \left\{ D_{k} \right\} \\ \left\{ D_{k} \right\} < \left\{ D_{k} \right\} \quad k = 1,2,...,K 
\end{cases}
\]

(5)
B. Fuzzy Logic

Image fusion using fuzzy logic algorithm is known as fuzzy image fusion. The theory of fuzzy sets and fuzzy logic is based on membership functions, usually indicates as \( \mu_A(x) \), which describes the degree of membership of element \( x \) in fuzzy set \( A \). A Fuzzy Inference System (FIS) is a system that uses fuzzy set theory to map inputs to outputs. The general structure of a FIS used for image fusion is shown in Fig. 1.

For getting the fused image, the input images must go through the following stages (as shown in Fig. 1):

- Development of Rule base: Determining a set of fuzzy rules
- Input Fuzzification: Fuzzifying the inputs using the input membership functions
- Inference: Combining the fuzzified inputs according to the fuzzy rules to establish a rule strength and finding the consequence of the rule from the rule strength and the output membership functions
- Aggregation: Combining the consequences to get an output distribution
- Defuzzification: Defuzzifying the output distribution to get a crisp output

In the case of image fusion, the value of each pixel falls under a level of brightness. In this paper the linguistic variables for different membership functions are given according to the pixel value. Algorithm for fuzzy image fusion is given in [5] and [6]. In fuzzy image fusion, selection of membership function and formulation of rules has got great role. FIS toolbox is available in Matlab and can be used for coding as a ‘fis’ file. In this paper ‘Sugeno’ FIS is used, since it takes less execution time than ‘Mamdani’ FIS because the output of Sugeno inference system is a crisp set hence defuzzification is not required for this type.

Rule tables for 3 & 5 membership functions are shown in Table I. The linguistic variables for inputs and output membership functions (5 membership functions for each) are taken as Very Low (VL), Low (L), Medium (M), High (H) and Very High (VH) according to the pixel value. For three membership functions, there are only three (L, M and H) linguistic variables.

<table>
<thead>
<tr>
<th>Rule table: Three membership functions</th>
<th>Rule table: Five membership functions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input 1</strong></td>
<td><strong>Input 2</strong></td>
</tr>
<tr>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>M</td>
<td>L</td>
</tr>
<tr>
<td>H</td>
<td>M</td>
</tr>
<tr>
<td>VH</td>
<td>M</td>
</tr>
</tbody>
</table>

For \( n \) number of membership functions, \( n^2 \) rules are there (ie, for 3 membership functions, 9 rules are there and for 5 membership functions, 25 rules are there). From the rule table, the rules can be formulated using ‘if…..then…..’ conditions. For example, consider the first output cell (shaded with yellow) in 3 membership function rule table. For that particular condition, both the inputs are ‘L’ and the output also ‘L’. Hence, the rule can be defined as:

If input1 is L and input2 is L then output is L.

Similarly second rule can be defined as (consider second output cell in 3 membership function rule table):

If input1 is L and input2 is M then output is L.

All other rules can be defined in the same way.
The steps involved in fuzzy image fusion algorithm (abbreviated as $F(I_1, I_2)$) are:

**Step 1:** Read the images ($I_1$ & $I_2$) to be fused and convert them into column vector

**Step 2:** Make a fis (Fuzzy) file in Matlab having two input images (in vector form)

**Step 3:** Decide number and type of membership functions for both the input images by tuning the membership functions

**Step 4:** Make rules for input images, which resolve the two antecedents to a single number from 0 to 1

**Step 5:** Apply fuzzification using the rules developed above on the corresponding pixel values of the input images which gives a fuzzy set represented by a membership function and results in output image in column format

**Step 6:** Convert the column form into matrix form to get the fused image $I_f$

As the number of membership function increases finer details are taken into consideration. But on the same time, number of rules also increases. So their formulation becomes very difficult.

### C. FUZZYLET

SWT is translation invariant without down sampling process. Fuzzy logic helps in including uncertainties to the fusion logic. To combine the advantages of both fuzzy logic and SWT, fuzzy logic is incorporated into SWT to get a new algorithm and it is named as “Fuzzylet”. It is assumed that Fuzzylet would provide better fusion results than that are obtained by using fuzzy logic and SWT independently. The information flow diagram of image fusion using Fuzzylet is shown in Fig. 2.

![Fuzzylet Image Fusion Algorithm Diagram]

The images to be fused $I_1$ and $I_2$ are decomposed into $K(k = 1,2,...,K)$ levels using SWT. The resultant approximation and detail coefficients from $I_1$ are $I_1 \rightarrow \{A_k, H_k, V_k, D_k\}_{k=1,2,...,K}$. Similarly from $I_2$ the resultant approximation and detail coefficients are $I_2 \rightarrow \{A_k, H_k, V_k, D_k\}_{k=1,2,...,K}$. The fused image $I_f$ can be obtained using SWT as:

$$I_f = \left\{\frac{1}{2}A_k, \frac{1}{2}H_k, \frac{1}{2}V_k, \frac{1}{2}D_k\right\}_{k=1,2,...,K}$$

(6)

Where

$$A_k = \frac{iA_k + jA_k}{2}$$

(7)

$$H_k = F(h_k^1, h_k^2), k = 1,2,...,K$$

(8)

$$V_k = F(v_k^1, v_k^2), k = 1,2,...,K$$

(9)

$$D_k = F(d_k^1, d_k^2), k = 1,2,...,K$$

(10)

Where, the function $F(a,b)$ is a fuzzy logic based image fusion algorithm described in section II.B. By introducing uncertainty to the fusion logic of SWT using fuzzy logic, the fusion will preserve more detailed spectral and spatial information.
III. PERFORMANCE EVALUATION METRICS

The comparison of the algorithms will be clearer by using fusion quality performance evaluation metrics. The fused images are evaluated by taking the following parameters into consideration.

A. Entropy (H)

Entropy H is a scalar value representing the entropy of grey scale image. Entropy is a statistical measure of randomness that can be used to characterize the texture of the input image. Entropy is defined as:

\[ H = -\sum p \times \log_2(p) \]  

(11)

Where, \( p \) contains the histogram counts returned from the Matlab function ‘imhist’. Image with high entropy value is taken as good quality image.

B. Root Mean Square Error (RMSE)

The root mean square error (RMSE) measures the amount of change per pixel due to the processing. The RMSE between a reference image and the fused image is given by:

\[ \text{RMSE} = \sqrt{\frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} [(I_r(i,j) - I_f(i,j))^2]} \]  

(12)

Where \( I_f(i,j) \) and \( I_r(i,j) \) are the grey value of fused image and reference image respectively at index \((i,j)\). For better quality images, the root mean square error should be less.

C. Peak Signal to Noise Ratio (PSNR)

Peak signal to noise ratio (PSNR) value will be high when the fused and the ground truth images are comparable. Higher value implies better fusion. PSNR can be calculated as:

\[ \text{PSNR} = 20 \log_{10} \left( \frac{L^2}{\text{RMSE}} \right) \]  

(13)

Where, \( \text{RMSE} \) is the root mean square error and \( L \) is the number of grey levels in the image.

D. Standard Deviation (SD)

Standard deviation reflects discrete case of the image grey intensity relative to the average. The standard deviation represents the contrast of an image. If the standard deviation is large, then the image grey scale is more scattered and contrast is more sharp. SD is given by:

\[ SD = \sqrt{\frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} [(I_f(i,j) - m)^2]} \]  

(14)

Where, \( m \) is the mean pixel value of the fused image.

J. Execution Time (Et)

It gives the time taken to execute the algorithm.

K. Error Image (EI)

The error image is computed as the difference between corresponding pixels of reference and fused image.

\[ EI = I_r - I_f \]  

(15)

IV. RESULTS AND DISCUSSIONS

Image fusion algorithms (SWT, Fuzzy Logic and Fuzzylet) described in section II are implemented on Matlab and tested on a set of images using numerous fusion quality evaluation metrics (explained in section III). For experimentation, CSIR-NAL indigenously developed SARAS image has been taken as true image \( I_r \) (reference image) of dimensions 512x512 as shown in Fig. 3. Input (source) images, which are to be fused (\( I_1 \) and \( I_2 \)) are obtained by blurring the true image as shown in Fig. 4.
Fused image quality evaluation metrics using SWT based fusion algorithm are shown in Table II. From the table, it is observed that higher level of decomposition in fusion process provides better results at the cost of execution time. The execution time increases as the number of decomposition levels increases. It is also observed that ‘Mean’ metric does not provide any information and hence it may not be useful for evaluating the performance of the fusion algorithm. For this particular dataset, fusion with 4 levels of decomposition provides better results than other levels as shown in Table. Even though level 5 is a higher level, it does not show much difference from Level 4. The best values are indicated as bold. The fused image and error image are shown in Fig. 5. It is observed that the fused image is identical to reference image and error image is almost zero. It shows that SWT with 4 levels of decomposition provides good results.

<table>
<thead>
<tr>
<th>SWT Decomposition Levels</th>
<th>Performance Evaluation Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Entropy</td>
</tr>
<tr>
<td>Level 1</td>
<td>4.022</td>
</tr>
<tr>
<td>Level 2</td>
<td>4.011</td>
</tr>
<tr>
<td>Level 3</td>
<td>3.976</td>
</tr>
<tr>
<td>Level 4</td>
<td>3.89</td>
</tr>
<tr>
<td>Level 5</td>
<td>3.89</td>
</tr>
</tbody>
</table>
In Fuzzy logic algorithm, the tuning parameters are its membership function and rules. As the number of membership function increases finer details are taken into consideration. But with the increase in number of membership functions, number of rules also increases. For n number of membership functions, \( n^2 \) rules will be there. So their formulation becomes very difficult. Experiments are done on the source images and fusion quality metrics are analysed with different number of membership functions to find the one which gives better results. Table III gives the performance metrics results for different number of membership functions using Fuzzy logic algorithm.

**TABLE III**

<table>
<thead>
<tr>
<th>No. of Membership Functions</th>
<th>Performance Evaluation Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Entropy</td>
</tr>
<tr>
<td>3</td>
<td>1.178</td>
</tr>
<tr>
<td>4</td>
<td>3.516</td>
</tr>
<tr>
<td>5</td>
<td><strong>3.578</strong></td>
</tr>
<tr>
<td>6</td>
<td>3.412</td>
</tr>
</tbody>
</table>

From Table III, it is clear that fuzzy system with 5 membership functions gives best performance. It can be observed that Execution time is lesser for fuzzy logic algorithm compared to SWT (see Table II). Fig. 6 shows the fused and error images using fuzzy algorithm (Sugeno) with 5 membership functions.

In Fuzzylet Algorithm, as explained earlier fusion detail coefficients of SWT are obtained from fuzzy logic. So for evaluation, different combinations of fuzzy and SWT are taken. For simplicity only RMSE and PSNR are taken.
because they are more significant metrics which gives information about how much the fused image resembles reference image. Table IV gives comparison of Fuzzylet algorithm with different combinations of fuzzy membership functions and SWT decomposition levels.

<table>
<thead>
<tr>
<th>Number of membership functions</th>
<th>Decomposition levels for SWT</th>
<th>RMSE</th>
<th>PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>0.033</td>
<td>0.026</td>
<td>0.018</td>
</tr>
<tr>
<td>4</td>
<td>0.033</td>
<td>0.026</td>
<td>0.015</td>
</tr>
<tr>
<td>5</td>
<td>0.0335</td>
<td>0.026</td>
<td>0.014</td>
</tr>
<tr>
<td>6</td>
<td>0.0335</td>
<td>0.026</td>
<td>0.016</td>
</tr>
</tbody>
</table>

From the Table IV, it is clear that Fuzzylet algorithm gives better results than corresponding Fuzzy and SWT algorithms alone (see Tables II & III). The best results are obtained with 5 fuzzy membership functions and 4 levels of decomposition of SWT with an execution time of 3.32 seconds. And it gives better RMSE and PSNR than the best results with other two methods on cost of execution time. Fused and error images using Fuzzylet algorithm with 5 fuzzy membership functions and 4 SWT decomposition levels are shown in Fig 7. It shows that fused image is identical to reference image and error image is almost zero.

Hence from the above discussions, it is clear that Fuzzylet Image Fusion Algorithm gives better results than Fuzzy logic and SWT algorithms at the cost of execution time.

V. CONCLUSION

Image fusion algorithms based on SWT and fuzzy logic were developed and demonstrated. It was observed that fusion using SWT with higher levels of decomposition provides better results. Similarly, fuzzy image fusion with more number of membership functions provides better results. SWT based image fusion produces better quality of fused images at the cost of execution time when compared to fuzzy logic based image fusion algorithm. A novel image fusion algorithm (Fuzzylet) had been developed by combining the features of SWT and fuzzy logic. Fuzzylet base image fusion algorithm outperformed compared to SWT and fuzzy based fusion algorithms at the cost of execution time.
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