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ABSTRACT: An image is defined as an array, or a matrix, of square pixels (elements of picture) arranged in rows and columns. Image processing is a procedure of converting an image into digital form and carry out some operation on it, in order to get an improved image and take out several helpful information from it. Actually Signal or image processing enhances certain features of the data while suppressing others. For instance, in analysing a fingerprint image against a textured background it may be important to enhance the fingerprint to identify its owner. The appropriate processing would need to focus on features such as the overall texture pattern to be suppressed and the fingerprint's parallel, smoothly curving lines to be enhanced. Typical Image & Signal Processing Applications are used for Computer vision, Face detection, Feature detection, extraction, and analysis, Medical image processing, Remote sensing, Speech recognition, Speech synthesis, Speech compression, Audio, noise suppression, Automated map analysis. In this paper Resolution enhancement (RE) schemes (which are not based on wavelets) suffer from the drawback of losing high-frequency contents (which results in blurring). The discrete- wavelet-transform-based (DWT) RE scheme generates artifacts (due to a DWT shift-variant property). A wavelet-domain approach based on dual-tree complex wavelet transform (DT-CWT) and nonlocal means (NLM) is proposed for RE of the satellite images. A satellite input image is decomposed by DT-CWT (which is nearly shift invariant) to obtain high-frequency subbands. The high-frequency subbands and the low-resolution (LR) input image are combined using inverse DT-CWT. The high-frequency subbands are passed through an NLM filter to cater for the artifacts generated by DT-CWT (despite of its nearly shift invariance). The filtered high-frequency subbands and the LR input image are combined using inverse DT-CWT to obtain a resolution-enhanced image. Objective and subjective analyses reveal superiority of the proposed technique over the conventional and state-of-the-art RE techniques.
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1. INTRODUCTION

The purpose of a color model (also called color space or color system) is to facilitate the specification of colors in some standard, generally accepted way. In essence, a color model is a specification of a coordinate system and a subspace within that system where each color is represented by a single point. Most color models in use today are oriented either toward hardware (such as for color monitors and printers) or toward applications where color manipulation is a goal (such as in the creation of color graphics for animation). In terms of digital image processing, the hardware- oriented models most commonly used in practice are the RGB model for color monitors and a broad class of color video cameras; the CMY - cyan, magenta, yellow, and CMYK - cyan, magenta, yellow, black model, which corresponds closely with the way humans describe and interpret color. The HSI model also has the advantage that it decouples the color and gray-scale information in an image. There are numerous color models in use today due to the fact that color science is a broad filed that encompasses many areas of application. It is tempting to dwell on some of these models here simply because they are interesting and informative. However, keeping to the task at hand, the models discussed in HSI chapter are leading models for image processing.

1.1 RGB Color Model:
In the RGB model, each color appears in its primary spectral components of red, green, and blue. THSI model is based on a Cartesian coordinate system. The color subspace of interest is the cube shown in Figure 1.1. in which
RGB values are at three corners; cyan, magenta, and yellow are at three other corners; black is at the origin; and white is at the corner farthest from the origin. In HSI model, the gray scale extends from black to white along the line joining these two points. The different colors in HSI model are points on or inside the cube, and are defined by vectors extending from the origin. For convenience, the assumption is that all color values have been normalized so that the cube shown in Figure 1.1 is the unit cube. That is, all values of R, G and B are assumed to be in range [0, 1]. Image represented in the RGB color model consist of three component images, one for each primary color. When fed into an RGB monitor, these three images combine on the phosphor screen to produce a composite color image. The number of bits used to represent each pixel in RGB space is called pixel depth. Consider an RGB image in which each of the red, green and blue image is an 8-bit image. Under these conditions each RGB color pixel [that is, a triplet of values (R,G,B)] is said to have a depth of 24 bits (3 image planes times the number of bits per plane). The total number of color in a 24-bit RGB image is (2^8)^3 = 16,777,216. Figure 1.2 shows the 24-bit RGB color cube corresponding to the Figure 1.1. It is of interesting to note that acquiring a color images is basically the process shown in Figure 1.1 in reverse. A color image can be acquired by using three filters, sensitive to red, green and blue, respectively. When we view a color scene with a monochrome camera equipped with one of these filters, the result is a monochrome image whose intensity is proportional to the response of that filter.

![Image](image1.png)

**Figure 1.1:** Schematic of the RGB color cube. Points along the main diagonal have gray values, from black at the origin to white at point (1, 1, 1).

**Figure 1.2** RGB 24-bit color cube. **Figure 1.3** (a) Generating the RGB image of the cross-sectional color plane (127, G, B). (b) The three hidden surface planes in the color cube of Figure 1.2.

1.2 The HSI Color Model:

HSI model we are about to present, called the HSI (hue, saturation, intensity) color model, decouples the intensity component from the color-carrying information (hue and saturation) in a color image. As a result, the HSI model is an ideal tool for developing image processing algorithms based on color descriptions that are natural and intuitive to humans, who, after all, are the developers and users of these algorithms. We can summarize by saying that RGB is ideal for image color generation (as in image by a color camera or image display in a monitor screen), but its use for color description is much more limited. The material that follows provides a very effective way to do HSI. As discussed, an RGB color image can be viewed as three monochrome intensity images (representing red, green, and blue), so it should come as no surprise that we should be able to extract intensity from an RGB image. THSI becomes rather clear if we take the color cube and stand it on the black (0, 0, 0) vertex, with the white vertex (1, 1, 1) directly above it, as shown in Fig (a).

![Image](image2.png)

**Figure 1.4:** Conceptual relationship between a) RGB and b) HSI color models. **Figure 1.5** a) Hue and saturation in the HSI color model. The dot is an arbitrary color point. b) The angle from the red axis gives the hue, and the length of the vector is the saturation. c) & d) the intensity of all colors in any of these planes is given by the position of the plane on the vertical intensity axis. **Figure 1.6** The HSI color model based on (a) triangular and (b) circular color planes. The triangular and circles are perpendicular to the vertical intensity axis.
1.3 Conversion Between Models: Converting colors from RGB to HSI

Given an image in RGB color format, the H component of each RGB pixel is obtained using the equation

\[ H = 0 \quad \text{if } B \leq G \\
= 360 - \theta \quad \text{if } B > G \]

Where \( \theta = \left\{ \frac{1}{(R - G)^2 + (R - G)(G - B)} \right\}^{1/2} \)

The saturation component is given by

\[ S = 1 - \left( \frac{3}{R + G + B} \right) \left\{ \min (R, G, B) \right\} \]

Finally, the intensity component is given by

\[ I = \frac{1}{3} (R + G + B) \]

It is assumed that the RGB values have been normalized to the range [0, 1] and that angle \( \theta \) is measured with respect to the red axis of the HSI space. Hue can be normalized to the range [0, 1] by dividing by 360 all values resulting from above Eq. The other two HSI components already are in HSI range if the given RGB values are in the interval [0, 1].

1.4 Converting colors from HSI to RGB:

Given values of HSI in the interval [0, 1], we now want to find the corresponding RGB values in the same range. The applicable equations depend on the values of H. There are three sectors of interest, corresponding to the 120 intervals in the separation of primaries. We begin by multiplying H by 360, which returns the hue to its original range of [0, 360].

**RG Sector (0 ≤ H ≤ 120):** When H is in HSI sector, the RGB components are given by the equations

\[ B = I \left( 1 - S \right) \]

\[ R = \frac{S \cos H}{\cos (60^\circ - H)} \]

And

\[ G = 3I - (R + G) \]

**GB Sector (120 ≤ H ≤ 240):** If the given value of H is in HSI sector, we first subtract 120 from it:

\[ H = H - 120^\circ. \]

Then the RGB components are

\[ B = I \left( 1 - S \right) \]

\[ G = I \left[ 1 + \frac{S \cos H}{\cos (60^\circ - H)} \right] \]

And

\[ B = 3I - (R + G) \]

**BR Sector (240 ≤ H ≤ 360):** Finally, if H is in HSI range, we subtract 240 from it

\[ H = H - 240^\circ. \]

Then the RGB components are

\[ G = I \left( 1 - S \right) \]

\[ B = I \left[ 1 + \frac{S \cos H}{\cos (60^\circ - H)} \right] \]

And

\[ R = 3I - (R + G) \]

II. RELATED WORK

2.1 DUAL TREE COMPLEX WAVELET TRANSFORM

Edges and other singularities in signal processing applications manifest themselves as oscillating coefficients in the wavelet domain. The amplitude of these coefficients describes the strength of the singularity while the phase indicates the location of singularity. In order to determine the correct value of localised envelope and phase of an oscillating
function, ‘analytic’ or ‘quadrature’ representation of the signal is used. This representation can be obtained from the Hilbert transform of the signal. It is shown in that for radar and sonar applications, the complex I/Q orthogonal signals can be efficiently processed with complex filterbanks rather than processing the I and Q channel separately. Thus, the complex orthogonal wavelet may prove to be a good choice, since it will allow processing of both magnitude and phase simultaneously. RCWT comprise two types of DT-DWT; one is Kingsbury’s DT-DWT(K) and the other is Selesnick’s DT-DWT(S). These DT-DWT based transforms are redundant because of two conventional DWT filterbank trees working in parallel and are interpreted as complex because of the respective filters of both the trees are in approximate quadrature. In other words, respective scaling and the wavelet functions at all decomposition levels of both the trees form the (approximate) Hilbert transform pairs. Both versions of DT-DWT use 2-band PR filter sets.

III. PROPOSED METHOD

Resolution (spatial, spectral, and temporal) is the limiting factor for the utilization of remote sensing data (satellite imaging, etc.). Spatial and spectral resolutions of satellite images (unprocessed) are related (a high spatial resolution is associated with a low spectral resolution and vice versa) with each other. Therefore, spectral, as well as spatial, resolution enhancement (RE) is desirable. Interpolation has been widely used for RE. Commonly used interpolation techniques are based on nearest neighbors (include nearest neighbor, bilinear, bicubic, and Lanczos). The Lanczos interpolation (windowed form of a sinc filter) is superior than its counterparts (including nearest neighbor, bilinear, and bicubic) due to increased ability to detect edges and linear features. It also offers the best compromise in terms of reduction of aliasing, sharpness, and ringing. Methods based on vector-valued image regularization with partial differential equations (VVIR-PDE) and in painting and zooming using sparse representations are now state of the art in the field (mostly applied for image in painting but can be also seen as interpolation). RE schemes (which are not based on wavelets) suffer from the drawback of losing high-frequency contents (which results in blurring). RE in the wavelet domain is a new research area, and recently, many algorithms [discrete wavelet transform (DWT), stationary wavelet transform (SWT), and dual-tree complex wavelet transform (DT-CWT)] have been proposed. An RE scheme was proposed in using DT-CWT and bicubic interpolations, and results were compared (shown superior) with the conventional schemes (i.e., nearest neighbor, bilinear, and bicubic interpolations and wavelet zero padding). More recently, in a scheme based on DWT and bicubic interpolation was proposed, and results were compared with the conventional schemes and the state-of-art schemes (wavelet zero padding and cyclic spinning and DT-CWT). Note that, DWT is shift variant, which causes artifacts in the RE image, and has a lack of directionality; however, DT-CWT is almost shift and rotation invariant.

DWT-based RE schemes generate artifacts (due to DWT shift-variant property). In this letter, a DT-CWT-based nonlocal-means-based RE (DT-CWT-NLM-RE) technique is proposed, using the DT-CWT, Lanczos interpolation, and NLM. Note that DT-CWT is nearly shift invariant and directional selective. Moreover, DT-CWT preserved the usual properties of perfect reconstruction with well-balanced frequency responses. Consequently, DT-CWT gives promising results after the modification of the wavelet coefficients and provides less artifacts, as compared with traditional DWT. Since the Lanczos filter offer less aliasing, sharpness, and minimal ringing, therefore, it a good choice for RE. NLM filtering is used to further enhance the performance of DT-CWT-NLM-RE by reducing the artifacts. The results (for spatial RE of optical images) are compared with the best performing techniques.

3.1 NLM Filtering

The NLM filter (an extension of neighborhood filtering algorithms) is based on the assumption that image content is likely to repeat itself within some neighborhood (in the image) and in neighboring frames. It computes denoised pixel $x(p,q)$ by the weighted sum of the surrounding pixels of $Y(p,q)$ within frame and in the neighboring frames. This feature provides a way to estimate the pixel value from noise-contaminated images. In a 3-D NLM algorithm, the estimate of a pixel at position $(p,q)$ is

$$x(p, q) = \frac{\sum_{m=1}^{M} \sum_{(r,s) \in N(p,q)} Y_m(r,s) K_m(r,s)}{\sum_{m=1}^{M} \sum_{(r,s) \in N(p,q)} K_m(r,s)}$$

(1)
where \( m \) is the frame index, and \( N \) represents the neighborhood of the pixel at location \((p,q)\). \( K \) values are the filter weights, i.e.,

\[
K(r,s) = \exp \left\{ - \frac{\|V(p,q) - V(r,s)\|^2}{2\sigma^2} \right\} \times f\left( \sqrt{(p-r)^2 + (q-s)^2 + (m-1)^2} \right) \tag{2}
\]

where \( V \) is the window [usually a square window centered at the pixels \( Y(p,q) \) and \( Y(r,s) \)] of pixel values from a geometric neighborhood of pixels \( Y(p,q) \) and \( Y(r,s) \), \( \sigma \) is the filter coefficient, and \( f(.) \) is a geometric distance function. \( K \) is inversely proportional to the distance between \( Y(p,q) \) and \( Y(r,s) \).

### 3.2 NLM-RE

RE is achieved by modifying NLM with the following model:

\[
L_{m+1} = I J Q X + n
\tag{3}
\]

where \( L_m \) is the vectorized low-resolution (LR) frame, \( I \) is the decimation operator, \( J \) is the blurring matrix, \( Q \) is the warping matrix, \( X \) is the vectorized high-resolution (HR) image, and \( n \) denotes the Gaussian white noise. The aim is to restore \( X \) from a series of \( L \). Penalty function is defined as

\[
J = \frac{1}{2} \sum_{m=1}^{M} \| I J Q X - Y_m \|^2 + \lambda R(x) \tag{4}
\]

where \( R \) is a regularization term, \( \lambda \) is the scale coefficient, \( x \) is the targeted image, and \( Y_m \) is the LR input image. In, the total variation kernel is chosen to replace \( R \), acting as an image deblurring kernel. To simplify the algorithm, a separation of the problem in (4) is done by minimizing

\[
J_{\text{fusion}}(Z) = \frac{1}{2} \sum_{m=1}^{M} (IQZ - L_m)^T O_m (IQZ - L_m) \tag{5}
\]

where \( Z \) is the blurred version of the targeted image, and \( O_m \) is the weight matrix, followed by minimizing a deblurring equation, i.e.,

\[
J_{\text{RE}}(X) = \| J X - Z \|^2 + \lambda R(Z). \tag{6}
\]

A pixelwise solution of (5) can be obtained as

\[
X = \frac{\sum_{m=1}^{M} \sum_{(r,s) \in N(p,q)} Y_{m+1}^r (r,s) K_{m+1}^r (r,s) \bar{Y}_{m+1}^r (r,s) L_m}{\sum_{m=1}^{M} \sum_{(r,s) \in N(p,q)} K_{m+1}^r (r,s) \bar{Y}_{m+1}^r (r,s)} \tag{7}
\]

where the superscript \( r \) refers to the HR coordinate. Instead of estimating the target pixel position in nearby frames, this algorithm considers all possible positions where the pixel may appear; therefore, motion estimation is avoided. Equation (7) apparently resembles (1), but (7) has some differences as compared with (1). The weight estimation in (2) should be modified because \( K \)’s corresponding matrix \( O \) has to be of the same size as the HR image. Therefore, a simple upscaling process to patch \( V \) is needed before computing \( K \). The total number of pixel \( Y \) in (7) should be equal to the number of weights \( K \). Thus, a zero-padding interpolation is applied to \( L \) before fusing the images.
3.3 PROPOSED TECHNIQUE

In the proposed algorithm (DT-CWT-NLM-RE), we decompose the LR input image (for the multichannel case, each channel is separately treated) in different subbands (i.e., Ci and Wj i, where i ∈{A,B,C,D} and j ∈{1,2,3}) by using DT-CWT, as shown in Figure 3.1. Ci values are the image coefficient subbands, and Wj i are the wavelet coefficient subbands. The subscripts A, B, C, and D represent the coefficients at the even-row and even-column index, the odd-row and even-column index, the even-row and odd-column index and the odd-row and odd-column index, respectively, whereas h and g represent the low-pass and high-pass filters, respectively. The superscript e and o represent the even and odd indices, respectively. Wj i values are interpolated by factor β using the Lanczos interpolation (having good approximation capabilities) and combined with the β/2-interpolated LR input image. Since Ci contains low-pass-filtered image of the LR input image, therefore, high-frequency information is lost. To cater for it, we have used the LR input image instead of Ci. Although the DT-CWT is almost shift invariant, however, it may produce artifacts after the interpolation of Wj i. Therefore, to cater for these artifacts, NLM filtering is used. All interpolated Wj i values are passed through the NLM filter. Then, we apply the inverse DT-CWT to these filtered subbands along with the interpolated LR input image to reconstruct the HR image. The results presented show that the proposed DT-CWT-NLM-RE algorithm performs better than the existing wavelet-domain RE algorithms in terms of the peak-signal-to-noise ratio (PSNR), the MSE, and the Q-index.

IV. RESULTS

Quantitative comparisons confirm the superiority of the proposed method. Peak signal-to-noise ratio (PSNR) and mean square error (MSE) have been implemented in order to obtain some quantitative results for comparison. PSNR can be obtained by using the following formula
ISSN(Online): 2320-9801
ISSN (Print): 2320-9798

International Journal of Innovative Research in Computer and Communication Engineering
(An ISO 3297: 2007 Certified Organization)

Vol. 3, Issue 4, April 2015

$$\text{PSNR} = 10 \log_{10} \left( \frac{R}{MSE} \right)$$

Where $R$ is the maximum fluctuation in the input image (255 in here as the images are represented by 8-bit, i.e., 8-bit grayscale representation have been used—radiometric resolutions 8bit); and $MSE$ is representing the MSE between the given input image $I_{in}$ and the original image $I_{org}$ which can be obtained by the following:

$$MSE = \frac{M \times N}{\sum_{i=1}^{M} \sum_{j=1}^{N} (I_{in}(i, j) - I_{org}(i, j))^2}$$

Where $M$ and $N$ are the size of the images.

Image quality index is mathematically defined by modeling the image distortion relative to the reference image as a combination of three factors: loss of correlation, luminance distortion, and contrast distortion. If two images $f$ and $g$ are considered as a matrices with $M$ column and $N$ rows containing pixel values $f[i,j], g[i,j]$, respectively ($0 \geq i > M, 0 \geq j > N$), the universal image quality index $Q$ may be calculated as a product of three components:

$$Q = \frac{\sigma_{fg}}{\sigma_f \sigma_g} \cdot \frac{2 \sigma_f}{\sigma_f^2 + \sigma_g^2} \cdot \frac{2 \sigma_g}{\sigma_f^2 + \sigma_g^2}$$

where

$$\sigma_{fg} = \frac{1}{M+N} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} (f[i,j] - \bar{f})(g[i,j] - \bar{g})$$

$$\sigma_f = \frac{1}{M+N-1} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} (f[i,j] - \bar{f})^2$$

$$\sigma_g = \frac{1}{M+N-1} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} (g[i,j] - \bar{g})^2$$

The first component is the correlation coefficient, which measures the degree of linear correlation between images $f$ and $g$. It varies in the range $[-1, 1]$. The best value 1 is obtained when $f$ and $g$ are linearly related, which means that $g[i,j] = af[i,j] + b$ for all possible values of $f$ and $j$. The second component, with a value range of $[0, 1]$, measures how close the mean luminance is between images. Since $\sigma_f$ and $\sigma_g$ can be considered as estimates of the contrast of $f$ and $g$, the third component measures how similar the contrasts of the images are. The value range for this component is also $[0, 1]$. The range of values for the index $Q$ is $[-1, 1]$. The best value 1 is achieved if and only if the images are identical. And also Quantitative measures of below figure are PSNR 83.45dB, MSE is Zero, Q-index is 0.99

![Figure 4.1: Low resolution image with 224X224](image1)
![Figure 4.2: Image enhanced by the proposed technique with enlargement from 224X224 to 896X896](image2)

As expected, highest level of information content is embedded in the original images. The main reason of having the relatively high information content level of the images generated by the proposed method is due to the fact that the unquantized input LL sub and images contain most of the information of the original high-resolution.

V. Conclusion

The RE technique based on DT-CWT and an NLM filter has been proposed. The technique decomposes the LR input image using DT-CWT. Wavelet coefficients and the LR input put image were interpolated using the Lanczos...
interpolator. DT-CWT is used since it is nearly shift invariant and generates less artifacts, as compared with DWT. NLM filtering is used to overcome the artifacts generated by DT-CWT and to further enhance the performance of the proposed technique in terms of MSE, PSNR, and Q-index. Simulation results highlight the superior performance of proposed techniques.

REFERENCES


BIOGRAPHY

Shri Mr. V KRISHNANAIAK, Ph.D - Research Scholar of Mewar University, Rajasthan, India. And Currently working as Assoc. Professor, in the Department of Electrical & Computer Engineering, College of Engineering & Tech, Aksum University, Ethiopia. He completed B.E (ECE) from C.B.I.T, Osmania University, Hyderabad in 1999 and M.Tech (Systems & Signal Processing) from J.N.U.C, J.N.T.U Hyderabad in 2005. He is having 15+ years of relevant work experience in Academics, Teaching, Industry & Research. And utilizing his teaching skills, knowledge, experience and talent to achieve the goals and objectives of the Engineering College in the fullest perspective. He has attended more than 10 national and international conferences, seminars and workshops. He is also having to his credit more than 20 research articles and paper presentations which are accepted in national and international conference proceedings. His areas of Research in Digital signal processing, Image processing, speech processing, Digital Systems.

Mr. K Purushotham, M.Tech. having 9+ years of relevant work experience in Academics, Teaching, Industry and Research. He participated and presented research papers in both national and international conferences, seminars and workshops; also published 6 research papers. At present, he is working as Senior Lecturer in the Department of Electrical & Computer Engineering, Jigjiga University, Jigjiga, Ethiopia, North East Africa. He studied B.Tech (ECE) from GRRIET, JNTU Hyderabad and M.Tech (Systems and Signal Processing) from JNTUCEH, Telangana, India.