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Abstract: DC motors have been broadly used in industry even though its maintenance costs are higher than the inductio
motor. Design a speed controller of a DC motor by selecti®ID parameters using Different Techniques of Particle Swarm
Optimization (PSO). DC motor could be represented by a nonlinear model when nonlinearities such as magnetic saturatic
are considered. To provide effective control, nonlinearities and uirdarsain the model must be taken into account in the
control design. This paper presents different technigiidarticle Swarm Optimization(PSO) basean a variation of
coefficients according to iteration number and adaptively with cognitive and bestgbositions of the swarm. The several
techniques of PSO are Particle Swarm Optimizaffe80) Adaptive Weighted Particle Swarm OptimizatigdWPSO)

Adaptive Acceleration Coefficients Particle Swarm Optimizati®d@®CPSO) and Modified Adaptive Accelerabn
Coefficients Particle Swarm OptimizaticfMAACPSO). These four kinds of tuning methods for parameters of PID
controller will be compared based on improved performance and effectiveness over them.

Keywords: DC notor; Particleswarmoptimizationn Adaptiveacceleratiorcoefficients Adaptiveweight Modified adaptive
acceleration coétient

l. INTRODUCTION

DC motors were the first type widely used, since they could be powered from existingcdirect lighting power
distribution systems. A DC motor's speed can be controlled over a wide range, using either a variable supply voltage or k
changing the stragth of current in its field windings. Proportiorategral Derivative (PID) controllers have been generally
used for speed and position control of DC motors. The paper achievement is to design a control system using sever
techniques of PSO considerinfron-linearity effect of the system. Particle Swarm Optimization (PSO) is one of the most
powerful stochastic optimization techniques developed by Eberhart and Kennedy in 1995 [1]. It has recently attracted mor
attention due to its rapid convergence and algorithmiaracy compared to other optimization methods. PSO is motivated

by social behavior of bird flocking or fish schooling [2]. In research workd],[However PSO as other stochastic
optimization techniques fails to locate a global solution for large systensoanplex situation with multi function's, it fails

also to exploit the promising research space to get good quality solution. Several improved Algorithms of PSO have bee
developed in recent years by many researchers to find the bestiggieosolutior{5-8]. In this paper, the performance of

the several techniggs of PSO (PSO, AWPSO, AACP&8d MAACPSQ will be compared. In this paper, a new approach is
proposed. It relies on the variation of acceleration factors in the velocity equation with adegtiver and best management

of exploration and exploitation in space search. This method is called Adaptive Acceleration Factors AACPSO and
MAACPSO.

Il THE DC MOTOR MODEL



An electric motor converts electric energy to mechanical energy byinsémgcting magnetic fields. Electric motors are used

for a wide variety of residential, commercial, and industrial operation. As reference the connection fotygpshD@t motor

is illustraied in Figurel a shuntwound DC motor consists of a shunt fielshnected in parallel with the armature. The shunt

field winding is made up of many turns of smgdluge wire and has a much higher resistance and lower current flow
compared to a series field winding. As a result, these motors have excellent speesitanmdqgomtrol [9]. Hence DC shunt
motors are typically used applications that require five or more horse power. The equations describing the dynamic behavi
of the DC motor based on the sohatic diagram on Figurdsand?2.
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Figure 1. Diagram of DC shunt motor.
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Figure 2: The schematicdiagram of DC motor.

1. OVERVIEW ON PARTICLE SWARM (PSO)

Particle Swarm Optimization is one of the swarm intelligence forms in which the behavior of biological social system like a
flock of bird ora school of fish as presented andimmulated10]. When a swarm looks for food, its particles will spread in
the environment and move around independently. Each particle in the swarm files in the search space with a degree
freedom or randomness in itovements with dynamically adjusted velocity according to its own flying experience and its
neighbors flying experience. Each particle is treated as a volume lessepirtiel dimensional search spddd]. Each
particle keeps track of its coordinatestire best position the problem space, which is associated with the best position
(solution) it has achieved his position is called Pbegtnother best value that is tracked by the global version of the particle
swarm optimizer is the overall best valusats location is called gbest obtained by any particle in the swarm.
The performance of each particle is evaluated using fi{eess) functior{12-15]. The description of the symbols mentioned

in the equations in this section is lidtie the followingTable 1



Thealgorithmfor the PSO can beummarizedsfollows:

1) Initialize the swarnX i, the position of particles are randomly initialized within the hypercube of feasible space.
2) Evaluate the performance F of each particle, using its current positii
3) Compare the performance of each individual to its best performance so far: if F(X i (t)) < F (Pibest) :
F(Pibest) = F(Xi (t))
Pibestxi (t)
4) Compare the perforance of each particle to theglobal best particle:
if F (Xi(t)) <F (Pgbest) :kFPgbest )=F (X i(t ))Pgbest=X(i)
5) Change the velocity of the particle according to (1)
vi(t=1)=wyi+c1gl(pi-xi(t))+c2g2(pgxit) (1)
6) Move each particle to &w position using equation
Xi(t+1)=xi(t)+vi(t+1)(2)
7) Go to step 2, and repeat until convergence

Parameter | Description

Vij(t) Velocity of the particle i at iteration t (m/s
Xij(t) Current position of particle i at iteration (n

d Dimension

t Time (s)

i Particle number

N Number of particles

Cl Cognitive acceleration coefficient

G Social acceleration coefficient

rand(0,1) | Random number obtained from a
uniform Randomdistribution function
in the interval (0,1)
Pbesti | Particle i best position(m)
gbest Global best position (m)

w Inertia weight

Table 1: PSOparametersdescription.

The results of the study are divided into two parts each part presents one type of error (IAE and ISE) as the
performance indices of thsystem and the comparison between each type of error chosen in the MATLAB program.

The block diagram for the complete system using PID controller tuning with PSO is shown in Figure 3.
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Figure 3: The schematic diagram of DC motor.

The of/p response f&SO with IAE and |IAE with PID by PSO are shown in Figut@nd5. The results of the program
using PSO with IAE is listed in Table 2.

Figure 4: O/Presponsdor PSOwith IAE.
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Figure 5: IAE with PID by PSO.

No. of Iteration K, K; Kg Settling time IAE
200 8.9052 | 6.9817 | 6.3862 8.6140 25.7162

Table 2: The results d the program using PSOwith IAE.

The o/p response for PSO with ISE and ISE with PID by PSO are shdiguites 6 and7. The results of the program using
PSO with ISE is listed in Tabl&

Figure 6: O/P responsdor PSOwith ISE.
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Figure 7: ISE with PID by PSQO.
No. of Iteration Ky K; Kg Settling time IAE
200 8.9052 | 8.4393 | 4.9187 8.7862 16.1257

Table 3: The resultsof the program using PSO with ISE.

V. PREFACE TO ADAPTIVE WEIGHTED PARTICLE SWARM (AWPSO)

Adaptive Weighted Particle Swarm Optimization (AWPSOQO) technique has been proposed by Mahfouf for improving the
performance of PSO in multibjective optimizatiomproblemg16].



The adaptive weighted PSO is achieved by two ternestitnweigh (W) and Acceleration factor (A). The inertia weight
function is to balance global exploration and local exploration. It controls previous velocities effect on the new velocity.
Larger the inertia weight, larger exploration of search space aidgdler the inertia weights, the search will be limited and
focused on amall region in the search spackhe inertia weight formula is as follows which makes w value changes
randomly from Wo tdL [16-18].

W=Wo + rand (0, 1) (Wo) (3)

Particle velocityat ith iteration as follows:

Vi(t) = W. Vi(t-1) + AC1l.rand(0,1).(PbesX i(t-1)) + AC2.r and(0,1).(gbestX i(t-1)) (4)

Additional term denoted by A called acceleration factor is added in the original velocity equation to improve the swarm
search.

Theacceleration factor formula as follows: A=Aidr(5)

Where: n is the number of iteration

As shown in acceleration factor formula that the acceleration term will increase as the number of iterations increases, whic
will enhance the global search abildythe end of the run and help the algorithm to get far from the local optimum region
[19]. The constant C1 and C2 represent the weighing of the stochastic acceleration terms that pull each particle towarc
Pbest and gbest positions. Low values allowigiag to roam far from the target region before being tugged back. However,
high values result in abrupt movement toward, or past,tteegeons as explaind@0].

The adaptive weighted PSO parameters deganiptire listed below in Table

Parameter Description
Vi(t) Velocity of the particle | at iteration t (m/s)
Xi(t) Current position of particle | at iteration (m)
d Dimension
t Time (s)
i Particle number
N Number of particles
C1l and C2 | Are the constant representing the weighing of the
Stochastic acceleration terms that pull each particle
towards Pbest and gbest positions
Rand(0,1) | Random number obtained from a uniform random
distribution
Functionin the interval [0,1]
Pbest i Particle | best position(m)
gbest Global best position (m)
w The timevarying inertia weight
Wo Initial positive constant in the interval [0, 1]
Ao Initial positive constant in the interval [0.5, 1]
n Number of iterations
Vi(t) Velocity of the particle | at iteration t (m/s)

Table 4: AWPSO parametersdescription.




The o/presponse for AWPSO witlAE and IAE with PID by AWPSO arshown in Figure8 and 9. The results of the program
using AWPSO with IAE are listed in Table 5.

No. of Iteration Kp K; Ky Settling time IAE
200 3.8522 | 1.2415| 3.1826 3.7065 0.049159

Table 5: The results ofthe program using AWPSO with IAE .

The o/presponses foBlWPSO with ISE and ISE with PID by AWPSO ateown in Figurs 10 and1l Theresults of the
program using AWPSO with ISE alisted in Table5.

The results of the study are divided into two parts each part presents one type of error (IAE and |SiErfsntence
indices of the system and the comparison between each type of error chosen in the MATLAB program.
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Figure 8: O/P responsdor AWPSO with IAE.
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Figure 9: IAE with PID by AWPSO.

The o/presponse for AWPSO with ISE and ISE with PID by AWPSe€hiswn in Figure 10and 1. Theresults of the
program using AWPSO with ISE alisted in Table 6.

Figure 10: O/P responsdor AWPSO with ISE.
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Figure 11: ISEwith PID by AWPSO.



Kp Ki Kd Settling time(S) ISE
6.3781 | 3.9742 | 4.6605 3.8271 3.2051*e005

Table 6: The resultsof the program using AWPSOwith ISE.

V. ADAPTIVE ACCELERATIO N PARTICLE SWARM

New researches have emerged to improve PSO Algorithms, asVEmiag Acceleration Coefficients (TVACyhere C1
and C2[21-23] change linearly with time, in the wélyat the cognitive component is reduced while the social component is
increased as the search proceeds.

The new approach is destined to change acceleration coefficients exponentially (with inertia weight) in the time, with respec
to their minimal and mamal values. The choice of the exponential function is justified by the increasing or decreasing speed
of such a function to accelerate the convergence process of the algorithm and to get better search in the exploration spa
Furthermore, C1 and C2 vaaglaptively according to the fitresalue of Gbest and Pbelstécomes: A new approach called
Adaptive Acceleration Coefficients based®P@ACPSO) as explained to implement the PSO algorithm will be described.

A suggestion will be given on how to deaitlwinertia weight and acceleration factors. The new approach is confident to
change acceleration coefficients exponentially (with inertia weight) in the time, with respect to their minimal and maximal
values. The choice of the exponential function isifiest by the increasing or decreasing speed of such a function to
accelerate the convergence process of the algorithm and to get better search in the exploration s pace. Furtherm@e, C1 anc
vary adaptively according to therfess value of Gbest and Rhe

Theprocedureof AACPSObasedPSO isdescribed below

1) Stepl: Initialization: PID Tuning system.

2) Step2: Evaluate the fitness function of all particles in the population using the above equations. Find best position Pbest ¢
each particle andpdate its objective value. Similarly, find the global best position Gbest among all the particles and update
its objective value.

3) Step3: If stopping criterion is met, output the Gbest particle and its objective value. Otherwise continue.

4) Step4: Cdculate kc coefficient, evaluate the inertia factor and acceleration coefficients according to Equations:

w(t) = wo*exp( aw*t) ©)

cl(t) = c10*exy a *t *ko(t)) 7

c2=c20*exd a *t*k(t)) ®)

Sothat each particles movement is directly conteblby Gbest and Pbest fitness values.

5) Step5: Update the velocity using Equation

v = w00 4a® nx( pbest #) 29 2%( GbeSt %)

9)
and if its new value goes out of range, set it to the boundary value.

6) Step6: Update the position of each particle accordingdoation

(t 4)

X0 (10)

) =

%
Check and Go to step 2.

The description of the variable shown in #imve equations shown in Tallle

The results of the study are divided into two parts each part presents one type of error (IAE andh&pedermance
indices of the system and the comparison between each type of error chosen in the MATLAB program.



The o/presponses for AACPSO with IAE and IAE with PID by AACPSOslrewn in Figure 12 and13.The results of the
program using AACBO with IAE is listed in Tabl@&.

Parameter Description

Vi(t) Velocity of the particle i at iteration t (m/s)
Xi(t) Current position of particle i at iteration (m)

d Dimension

t Time (s)

i Particle number

N Number of particles

ClandC2 Are the constant representing the weighing of

stochastic acceleration terms that pull each
particle tovards Pbest and gbest positions

rand(0,1) Random number obtained from a uniform
random distribution function in the interval [0,1
Pbest i Particle i best position(m)
ghest Global best position (m)
W The timevarying inertia weight weight
Wo Initial positive constant in the interval
[0, 1]
Ao Initial positive constant in the interval
[0.5, 1]
n Number of iterations

Table 7: AACPSO parametersdescription.

Speed Control with PSO,cc Based PID Controller
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Figure 12: O/P response forAACPSO with |IAE.
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Figure 13: IAE with PID by AACPSO.

No. of Iteration Kp Ki Kd Settling time IAE
200 1.9333 | 1.1951 | 0.4905 2.7028 0.0492

Table 8: The results of the program usingAACPSO with IAE .

The o/p response for AACPSO with ISE and ISE with PID by AACPSO are shown in$-igaad15. The results of the
program using AACPSO with ISE is listed in Table 9.

Figure 14: O/P responsdor AACPSO with ISE.
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Figure 15: ISE with PID by AACPSO.

Cl1 c22 Kp Ki Kd Settling time ISE
2 2.05 | 8.099 | 8.439 | 4.918 2.616 3.2051* e005

Table 9: The resultsof the program using AACPSOwith ISE.

VI. MODIFIED ADAPTIVE AC CELERATION PARTICLE SWARM

In this research work, a different scheme for consideZih@ ) and 2 {) is proposed. Considerir@l (t) as given in Equation
(14) and instead of the Equation (11) the parame@(t) is suggested (for first time in this article) to be as given by

Equation (12):

Vi(t) =W At 1)- AG1 rand(®,1) (Pbes® Xit 1)) AQ rand(0,1) @best XitQ (11)

Cl(t) = Clo*exp(-ac*t* k¢ }) (12)

Modified Adaptive Accelerated Coefficients P@4]. In this modification the first choice the value of C1 and C2 which
described in the last section. Then C1 will be changes exponentially (with inertia weight) in the time, with respect to their
minimal and maximal values. While, the other one C2 chaagesfactor of the first coefficient. The choice of the
exponential function is justified by the increasing or decreasing speed of such a function to accelerate the process of the
algorithm and to get better search in the exploration s pace. In this ntie¢healue of C1 which presented in the Equation
(13).

C2(t)=C20*exp@c*t* k¢)) (13

the parameter C2(t) is suggested to be el

C2()=CT -Q) (1)

A) The Procedure of MAACPSO

The procedure could be summarized as follows:

1) Initialization: PID tuningsystem

2) Evaluate the fitness function of all particles in the population using the above equations. Find best position Bhest of ea
particle and update its objective value. Similarly, find the global best position Gbasg aththe particles and update its
objective value.

3) If stopping criterion is met, output the Gbest particle and its objective value. Otherwise continue.

4) Calculate kc coefficient, Evaluate the inertia factor and acceleration coefficients accoiugtions (6), (7) and (8);

and the A0=0.5Sothat each particles movement is directly controlled by Gbest and Pbest fithess values.



5) Update the velocity using Equation (9) and if its new value goes out of range, set it to the boundary value.
6) Che& and Go to step 2.
The results of the study are divided into two parts each part presents one type of error (IAE and ISE) as the performance

indices of the system and the comparison between each type of error chosen in the MATLAB program. CT wagrstudied f
the range 0.5 to 6 . Best results were obtained when CT26,%/].

The o/p response for MAACPSO with IAE and IAE with Fdp MAACPSO are shown in Figusé6 and17.The results of
the program using MAACPO with ISE is listed in Tabl&0.
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Figure 16: O/Presponsdor MAACPSO with IAE .
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Figure 17: IAE with PID by MAACPSO.

Ct Kp Ki Kd Settling time IAE
4.5 8.9052 | 0.1250| 0.1514 2.4835 0.049159

Table 10: The results of he program using MAACPSO with 1AE.

The o/p response for MAACPSO with ISE and ISE with BILMAACPSO are shown in Figusd8 and19. The results of
the program using MAAC®O with ISE is listed in Tabl#1[28].

Ct Kp Ki Kd Settling time ISE
4.5 3.6333| 5.0825 | 3.0878 2.5268 3.2051* e005

Table 11: The resultsof the program using MAACPSO with ISE.
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Figure 18 O/P response for MAACPSO vith ISE.

Figure 19: ISE with PID by MAACPSO.

B) Results in Case of IAE Error
The study of the performance of the PID controller will be comparedsa of each intelligent technique (PSO, AWPSO,
AACPSO And MAACPSO) PID parameters are shown in Table 12.

Item PSO AWPSO | AACPSO | MAACPSO
Description

No. of 200 200 200 200
Iteration

IAE 25.7162 | 0.049159| 0.0492 0.049159
Settling Time | 8.6140 3.7065 2.6168 2.4835

Kp 8.9052 3.8522 1.9333 8.9052

Ki 6.9817 1.2415 1.1951 0.1250

Kd 6.3862 3.1826 0.4905 0.1514

Table 12: The results of PID controller using (PSOAWPSO, AACPSO and MAACPSO) with IAE.

C) Results in Case of ISE Error
The study of the@erformance of the PID controller will be compared in case of each intelligent technique (PSO, AWPSO,



