Telugu Speech Enhancement In Terms Of Objective Quality Measures Using Discrete Wavelet Transform With Hybrid Thresholding
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ABSTRACT: This paper investigates the improvement of Telugu speech quality in terms of six objective quality measures using Discrete Wavelet Transform and proposes two Hybrid thresholding methods which are formed by combining soft and Improved thresholding methods with Modified Improved thresholding method. The performance of the new Hybrid methods is compared with the other thresholding methods. It is observed that the new proposed scheme yields better results when applied to Telugu noisy speech signals with low SNR (0dB) conditions. In this method, noisy speech signal is divided into overlapping frames and each frame is windowed using hamming window. The windowed speech blocks are applied to the wavelet based speech enhancement algorithm and the enhanced speech is reconstructed in its time domain. For denoising the Telugu speech signal, various techniques like hard, soft, improved, modified improved and hybrid thresholding methods are used. Analysis is done using daubechies and symlets wavelets with different white Gaussian noise environments. Six Objective quality measures are considered in this study to test the performance of the algorithm for enhanced Telugu speech quality and compared. Hybrid thresholding methods perform better than hard, soft, improved and modified improved thresholding methods for wavelet based speech denoising.
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I. INTRODUCTION

Speech is the most primary human communication. For that reason, it exists a big trend to increase and improve telecommunications [1]. Now-a-days, all the people use the communication devices such as telephones, mobiles, internet etc., as a primary goal and the customers demand a high coverage and quality. But a speech signal is often degraded by additive background noise. Listening task is very difficult at the end user, in such noisy environment. Therefore, it is necessary to develop speech enhancement algorithms. Speech enhancement is the most important field of speech processing. Speech enhancement refers to methods aiming at recovering speech signal from a noisy observation. During the last decades, Many algorithms and various approaches have been proposed to the problem such as spectral subtraction [2], wavelet based methods [3], hidden Markov modelling [4] and signal subspace methods [5]to improve the perceptual quality of the speech signals from the corrupted input signal.

The wavelet based denoising algorithm is one of the ways for speech enhancement. Telugu speech sentences are applied to this algorithm for enhancement. Telugu is a South-Central Dravidian language. It is one of the twenty-two scheduled languages of the Republic of India and primarily spoken in the states of Andhra Pradesh and Telangana in India, where it is an official language. It is also spoken in some neighbouring states. Telugu is the language with the third largest number of native speakers in India (74 million). The Telugu Wikipedia was the First South Asian language
to cross the 20,000 articles mark, and presently has the largest number of articles among all South Asian languages[6], [7].

Wavelets have been found to be a powerful tool for removing noise. The fundamental idea behind wavelets is to analyse the noise level separately at each wavelet scale [8]. Wavelet thresholding deals with wavelet coefficients using a preset threshold value. The wavelet coefficients are obtained by taking DWT of noisy speech signal. It is assumed that high amplitude coefficients are due to original signal and low amplitude coefficients are due to noise. Thresholding is that each wavelet coefficient is compared with the preset threshold value, if the coefficient is smaller than the threshold, then it is set to zero, otherwise it is kept or reduced in amplitude. Soft, Hard, Improved Modified Improved and the proposed Hybrid thresholding methods are used in the present work for de-noising the signals.

In this paper, to study the performance of the algorithm, objective quality measures and subjective quality measures have to be carried on. Subjective measures are based on comparison of original and processed speech data by a listener or a panel of listeners. They rank the quality of the speech according to a predetermined scale subjectively. But it is costly and time consuming. Hence, six objective measures such as SNR, segmental SNR, Frequency weighted segmental SNR, Log likelihood ratio, Weighted spectral slope distance, Cepstrum distance are chosen for performance evaluation test.

The paper is organised as follows: Part II explains the background for the Speech enhancement, In Part-III the Speech enhancement using wavelet transform and the proposed scheme of thresholding are explained, In Part-IV Speech Materials is presented; Part-V Applying DWT to Telugu Speech Samples, Part-VI describes the Objective quality measures, Part-VII presents the Simulation and Results and Part-VIII describes the Conclusion.

II. BACKGROUND

There are basically two domains of speech enhancement. First one is time domain approach and second one is transform domain approach. In time domain approach, filtering is performed directly on the time sequence. This includes techniques such as LPC based digital filtering, Hidden Markov Model (HMM), and Kalman filtering. In the transform domain techniques, signals are first transformed into a new domain and then noise attenuation is performed on the transformed coefficients. Such techniques are Fourier Transform (FT), Discrete Fourier Transform (DFT), Discrete Cosine Transform (DCT), Wavelet Transform (WT) etc. The time domain filtering of noise corrupted signal is simple method and finds advantage only when removing high frequency noise from low frequency signal. However they do not provide satisfactory results under real world conditions. Advantage of wavelet transform is that, wavelet analysis allows the use of long time intervals for low frequency information and shorter regions for high frequency information.

The wavelet based speech signal enhancement technique was proposed by Donoho and Johnstone [8]. This method is based on thresholding the wavelet coefficients of noisy speech signal.The fundamental idea behind wavelets are to analyse according to scale. The wavelet analysis procedure is to adopt a wavelet prototype function called an analysing wavelet or mother wavelet. Any signal can then be represented by translated and scaled versions of the mother wavelet. Wavelet analysis is capable of revealing aspects of data that other signal analysis techniques such as Fourier analysis miss aspects like trends, breakdown points, discontinuities in higher derivatives, and self-similarity. Furthermore, because it affords a different view of data than those presented by traditional techniques, it can compress or denoise a signal without appreciable degradation [9]. The method can be shown in fig.1 and the procedure is explained in Section-III.
III. SPEECH ENHANCEMENT USING THE PROPOSED WAVELET THRESHOLDING

Speech Enhancement using the proposed Hybrid thresholding scheme can be summarized below.

A. Noise Generation and Addition:
The Additive white Gaussian noise, which has zero mean and constant variance, is generated and added to the clean Telugu speech signal. The process of adding noise to the clean speech signal is expressed as:

\[ x(n) = s(n) + g(n), \quad n=1,2,\ldots,N \]  

Where, \( s(n) \) is the clean speech signal, \( g(n) \) is the Gaussian noise, and \( x(n) \) is the Noisy speech signal.

B. Steps Involved:
The steps involved in wavelet based speech enhancement algorithm are as follows:

1) Segmentation:
In speech processing, speech is non-stationary signal, where properties change rapidly over time. So it is impossible to calculate DWT. Because of this reason, the noisy speech signal is divided into blocks of overlapping frames. The length of each frame is 256 samples. The overlap taken between two consecutive frames is from 50% to 75%. In this project, the overlap between frames is taken as 50%. That means, each frame is shifted from previous frame by 128 samples.

2) Windowing:
A window is defined as a function that has zero-valued outside of some chosen interval. To avoid the discontinuities between the frames, every frame is multiplied by a window function. Hamming window is used in this method. Hamming window is most commonly used for windowing of the speech signal. It is a fixed length window, only window length controls the window’s main lobe width or controls the performance of window function. Richard W. hamming has proposed a hamming window. It is a raised cosine window. Hamming window is defined as,

\[ w(n) = 0.54 - 0.46 \cos \left( \frac{2\pi n}{N-1} \right), \quad 0 \leq n \leq N-1 \]  

Fig. 1 Block Diagram of Wavelet De-noising of Speech Signal
3) Discrete Wavelet Transform:

Discrete Wavelet Transform has become a powerful tool in a wide range of applications. Wavelet performs multi-resolution analysis of a signal with localization in both time and frequency. Discrete wavelet transform produces non-redundant information due to orthonormal properties. To decompose and reconstruct the original speech signal, discrete Wavelet Transform (DWT) uses multi-resolution filter banks and wavelet filters. It provides sufficient information and reduces computation time for analysis and synthesis. There are different wavelet families like Haar, Daubechies, Coiflets, Symlet, Biorthogonal etc to analyze and synthesize a signal. The choice of wavelet determines the final waveform shape. For the present study Db4 and Db6 in Daubechies family and Sym5 and Sym7 in Symlet family have been selected for Speech Enhancement.

Given a mother wavelet \( \psi(t) \) (which can be considered simply as a basis function of \( L^2 \)), the continuous wavelet transform (CWT) of a function \( x(t) \) (assuming that \( x \in L^2 \)) is given as:

\[
X(a,b) = \frac{1}{\sqrt{a}} \int_{-\infty}^{\infty} \psi\left(\frac{t-b}{a}\right)x(t)dt
\]

Where, ‘a’ is the scale parameter corresponds to frequency information and ‘b’ is the translation parameter corresponds to the time information in the transform. Discrete wavelet transform (DWT) is essentially a sampled version of CWT. Instead of working with \((a,b) \in \mathbb{R}\), the values of \(X(a,b)\) are calculated over a discrete grid:

\[
a = 2^{-j}, b = k.2^{-j}, j,k \in \mathbb{Z}
\]

4) Wavelet Filters

The time-frequency representation of DWT is performed by repeated filtering of the input signal with a pair of filters namely, low pass filter (LPF) and high pass filter (HPF), and its cut off frequency is the middle of input signal frequency. The coefficient corresponding to the low pass filter is called as Approximation Coefficients \( A_j \) and similarly, high pass filtered coefficients are called as Detailed Coefficients \( D_j \) is shown in fig.2. Furthermore, the \( A_j \) is consequently divided into new approximation and detailed coefficients. The decomposition process can be iterated, with successive approximations being decomposed in turn, so that one signal is broken down into many lower resolution components. This is called the wavelet decomposition tree. The wavelet decomposition of the signal is analyzed at level \( j \) has the following structure \([A_j, D_{j-1}, D_1]\). Looking at a signal wavelet decomposition tree in fig.2 (a) can reveal valuable information. Since the analysis process is iterative, in theory it can be continued indefinitely. In reality, the decomposition can only proceed until the vector consists of a single sample. Normally, however there is little or no advantage gained in decomposing a signal beyond a certain level. In this work the composition is limited to only 2-level.

**fig. 2 (a) Level 1 Wavelet Decomposition tree**

\( H_0 = \) low-pass decomposition filter; \( H_1 = \) high-pass decomposition filter, \( \downarrow 2 = \) Down-sampling operation. \( A_1 \) is the approximated coefficient of the clean signal at level 1. \( D_1 \) is the detailed coefficient at level 1.
5) Thresholding:
Wavelet thresholding is the signal estimation technique that exploits the capabilities of signal denoising. Performance of thresholding is purely depends on the type of thresholding method and thresholding rule used for the given application. Apply thresholding to the detailed coefficients rather than to the approximation coefficients, because the detailed coefficients contain important components of the signal. As a result, the estimated wavelet coefficients are obtained.

Donoho and Jonstone [8, 10] proposed a time-constant threshold value for removing additive white Gaussian noise in the signal. The present work is based on level dependent threshold in which the detailed wavelet coefficients are modified according to the threshold value calculated based on the variance of the detailed coefficients of the Wavelet in each level. The threshold is mathematically expressed as:

$$ T = \sigma_j \sqrt{2 \log(N)} $$  \hspace{1cm} (5)

Where, N denotes the number of samples of noisy speech signal and \( \sigma_j \) is the standard deviation of noise in level j and is given by

$$ \sigma_j = \text{Median}(D_j)/0.6745 $$  \hspace{1cm} (6)

Here \( D_j \) is the set of detailed coefficients at jth level and \( d_j \) is an element in it. The Hard, Soft, Improved, Modified Improved [11] and the proposed Hybrid Thresholding method which is a formulated by combining modified improved thresholding with soft and Improved thresholding methods are used in this study.

A. Hard Thresholding: In Hard Thresholding, all Wavelet’s detail coefficients whose absolute values are less than the threshold are set to be zero and other wavelet’s detail coefficients are kept. It is defined as,

$$ T_H = \begin{cases} d_j & \text{if } |d_j| \geq T \\ 0 & \text{if } |d_j| < T \end{cases} $$  \hspace{1cm} (7)

B. Soft Thresholding: Soft thresholding is an expanded version of hard thresholding. It sets all wavelet’s detail coefficients to zero whose absolute values are less than the threshold same as hard thresholding and shrinks the non-zero coefficients towards zero. It is defined as,

$$ T_S = \begin{cases} \text{Sign}(d_j)(|d_j| - T) & \text{if } |d_j| \geq T \\ 0 & \text{if } |d_j| < T \end{cases} $$  \hspace{1cm} (8)

C. Improved Thresholding: Improved thresholding is attempted to address the deficiency of hard and soft thresholding denoising methods.

$$ T_I = \begin{cases} \text{Sign}(d_j)(|d_j| - T \beta^{-|d_j|}) & \text{if } |d_j| \geq T \\ 0 & \text{if } |d_j| < T \end{cases} $$  \hspace{1cm} (9)

D. Modified Improved Thresholding: Modified Improved thresholding [11] is proposed by A.Ghanbari and M.Karami. The thresholding function is like a hard thresholding function for the wavelet coefficients greater than threshold value and it is like an exponential function for the wavelet coefficients less than threshold value as given in EQ.(10).
In this function, one important factor is $\gamma$ and for this work $\gamma=3$ is used in order to have better performance [11].

E. Hybrid Thresholding: In this method the authors are proposed two new thresholding schemes by combining with modified improved thresholding scheme with soft thresholding and modified improved thresholding with improved thresholding and are defined in EQ.1 and EQ.2 given below.

\begin{equation}
T_{MI} = \begin{cases}
    d_j = d_j & \text{if } |d_j| \geq T \\
    \text{Sign}(d_j) \left( \frac{T(e^{\gamma \frac{|d_j|}{1-e^{-1}}})}{(e^{\gamma-1})} \right) & \text{if } |d_j| < T
\end{cases}
\end{equation}

(10)

In this function, one important factor is $\gamma$ and for this work $\gamma=3$ is used in order to have better performance [11].

\begin{equation}
T_{H1} = \begin{cases}
    \text{Sign}(d_j) \left( |d_j| - \frac{T}{(e^{\gamma-1})} \right) & \text{if } |d_j| \geq T \\
    \text{Sign}(d_j) \left( \frac{T(e^{\gamma \frac{|d_j|}{1-e^{-1}}})}{(e^{\gamma-1})} \right) & \text{if } |d_j| < T
\end{cases}
\end{equation}

(11)

\begin{equation}
T_{H2} = \begin{cases}
    \text{Sign}(d_j) \left( |d_j| - \frac{T\beta(T-|d_j|)}{T-1} \right) & \text{if } |d_j| \geq T \\
    \text{Sign}(d_j) \left( \frac{T(e^{\gamma \frac{|d_j|}{1-e^{-1}}})}{(e^{\gamma-1})} \right) & \text{if } |d_j| < T
\end{cases}
\end{equation}

(12)

(6). Signal Reconstruction

The original signal can be reconstructed or synthesized using the inverse discrete wavelet transform (IDWT). The synthesis starts with the approximation and detail coefficients $A_j$ and $D_j$, and then reconstructs by up sampling and filtering with the reconstruction filters. The reconstruction filters are designed in such a way to cancel out the effects of aliasing introduced in the wavelet decomposition phase. The reconstruction filters together with the low and high pass decomposition filters, forms a system known as quadrature mirror filters (QMF). For a multilevel analysis, the reconstruction process can itself be iterated producing successive approximations at finer resolutions and finally synthesizing the original signal as shown in fig. 2(b).

![Fig. 2 (b) Level 1 Wavelet Reconstruction tree](image)

**Fig. 2 (b) Level 1 Wavelet Reconstruction tree**

- $H0$ = low-pass decomposition filter; $H1$ = high-pass decomposition filter,
- $\uparrow$ = Up-sampling operation. $C_1$ is the approximated coefficient of the original signal at level 1. $D_1$ is the detailed coefficient at level 1.

All the above steps can be put in to the following denoising algorithm.

1. Initially, decompose the input signal frame using DWT: Choose a wavelet and determine the decomposition level of a wavelet transform L, then implement Layers wavelet decomposition of signal $x(n)$. 
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II. Select the thresholding method for quantization of wavelet coefficients. Apply the thresholding on each level of wavelet decomposition and this thresholding value adjusts the wavelet coefficients based on the threshold value.

III. Finally, the denoised signals reconstructed without affecting any features of signal interest. The reconstruction was done by performing the Inverse Discrete Wavelet Transform (IDWT) of various wavelet coefficients for each decomposition level.

7). Overlap Add method: In this method, the denoised short time signals are added together to get an enhanced speech signal.

IV. SPEECH MATERIALS

The aim of this section is to acquire the speech samples. The experimental part consists of recording each of the well-known Telugu Speech proverbs at a normal speaking rate three times in a quiet room by three male and three female native Telugu speakers (age around 23 years) at a sampling rate of 48 kHz and 16 bit value. These digitized speech sounds are then down sampled to 8 kHz and then normalized for the purpose of analysis. The Gaussian white noise is added to the speech signal in four particular SNRs: (15 dB, 10 dB, 5 dB, 0 dB). DWT is used to obtain the Enhanced Speech Signal from noisy Speech Signal. The so produced pairs of reference and Enhanced Signals are used for evaluating the objective measures of speech quality.

V. APPLYING DWT TO TELUGU SPEECH SAMPLES

A suitable criterion used by [8] for selecting optimal wavelets, is the energy retained in the first N/2 (where N=Total no. of data points in a frame) coefficients. Based on this criterion alone, the Daubechies4 (db4), Daubechies6 (db6), Symlet5 (Sym5) and Symlet7 (Sym7) wavelets were chosen for analysis. Choosing the right decomposition level in the DWT is important for many reasons. For processing speech signals no advantage is gained in going beyond scale 5. At higher levels, the approximation data is not as significant and hence does a poor job in approximating the input signal [12]. However, in this work the speech signal frame is decomposed to scale 2 as most of the Speech denoising procedures based on Wavelet Transform use only up to level 2 or level 3 for Speech signal denoising. The multi-level decomposition implements the analysis-synthesis process which breaks up a signal x(n), to obtain the wavelet coefficients (A1, D1 etc.), and reassembling the signal from the coefficients[13], [14]. The wavelet coefficients are modified according to the threshold criteria using Eqs.5-EQ.12 before performing the reconstruction step.Fig.2 shows the process of decomposing and reconstructing the signal waveforms using high pass and low pass filters. The procedure for Telugu Speech denoising using Wavelet Transform was summarized in fig.1

VI. OBJECTIVE QUALITY MEASURES

The performance of the enhanced signal is analysed through Six objective speech quality measures described here.

1. Signal-to-Noise Ratio: The Signal-to-Noise Ratio (SNR) is the ratio of signal energy to noise energy and it is given [15-19] as,

\[
SNR = 10 \log \left( \frac{\sum s^2(n)}{\sum |s(n) - \hat{s}(n)|^2} \right)
\]

Where s(n) is the clean signal and \( \hat{s}(n) \) is the enhanced speech signal and N is the frame length.

2. The Seg-SNR: The Seg-SNR is the frame-based SNR. It is an improved quality measure. Here, SNR is measured over short frames and the results are averaged and it is given [15-19] as,
Where $s(n)$ is the clean signal and $\hat{s}(n)$ is the enhanced speech signal, $N$ is the frame length, $M$ represents the number of frames.

### 3. Weighted Spectral Slope Distance: WSS distance measure computes the weighted difference between the spectral slopes in each frequency band. The spectral slope is obtained as the difference between adjacent spectral magnitudes in decibels. The WSS measure is defined and evaluated [17] as

$$WSS = \frac{1}{M} \sum_{m=0}^{M-1} \left[ \sum_{j=1}^{J} w(j,m) \left( s_c(j,m) - s_p(j,m) \right)^2 \right]$$

(15)

Where $W(j, m)$ are the weights computed. $Sc(j, m)$ and $Sp(j, m)$ are the spectral slopes for jth frequency Band at mth frame of clean and processed speech signals respectively.

### 4. Log Likelihood Ratio: The LLR measure is based on dissimilarity between the all pole models of the original and enhanced speech and it is given [18] as,

$$LLR = \log_{10} \left[ \frac{a_p^T R_s a_p}{a_s^T R_s a_s} \right]$$

(16)

Where $a_p$ and $a_s$ are the LP coefficient vectors for the clean and enhanced speech segments, respectively. $R_s$ denote the autocorrelation matrix of the clean speech segment.

### 5. Cepstum Distance: It gives an estimate of the log spectral distance between two spectra. It is defined as [15-19]

$$CD(m) = \sqrt{\sum_{k=1}^{N} \left| c_s(k,m) - c_p(k,m) \right|^2}$$

(17)

Where $Cs(n)$ and $Cp(n)$ represent the cepstrom of clean and the enhanced speech respectively.

$Cs(k,m) = \text{Re}[\text{IDFT}[\text{log}DFT(s(k,m))]]$ (15)

The cepstrum coefficients can also be obtained recursively from the LPC coefficients using the following expression [9-10]

$$c(m) = a_m + \sum_{k=1}^{m} \frac{k}{m} c(k)a_{m-k} \text{ for } 1 \leq m \leq p$$

(16)

### 6. Frequency Weighted Segmental SNR: It is similar to seg-SNR with an additional averaging over frequency bands also.it is defined [15,19] as,
**VII. SIMULATION & RESULTS**

The Telugu Speech Signals from the authors’ database are being used for processing using Discrete Wavelet Transform denoising algorithms and the obtained denoised signals called Enhanced Speech Signals are used for analysis. Performance of the Enhanced Signal is analyzed by using six objective measures for enhanced speech quality. The processing algorithm and the ones used to give objective estimate of the obtained quality are performed in Matlab. The measures are WSS, LLR, fwseg-SNR, Cep, Seg-SNR, and SNR defined in EQ.13-EQ.18. All the measures are computed by segmenting the Telugu Speech sentences of 32-ms duration using Hamming window with 50% overlap between adjacent frames. A tenth order LPC analysis was used in the computation of LPC- based objective measure LLLR. The performance of the Algorithm is studied under Additive Gaussian noise conditions at 0dB, 5dB, 10dB and 15dB SNR levels and presented in Table.1 (a)-1(f). Five Telugu clean speech sentences written in English alphabets spoken by both male and female speakers have been taken from speech corpus developed by the authors are given below and are used for the present work.

1. AA RO GYA ME MA HA BHA GYA MU
2. AA LA SYA M AMRU TAM VISHAM
3. IM TI KA NNA GU DI PA DI LAM
4. THA LLI DAM DRU LA KU MIM CHI NA POO JYU LU LE RU
5. VU LLI CHE SI NA ME LU THA LLI CHE YA LE DU

Gaussian white noise with known SNR is added to these clean speech signals to get noisy signal. The noisy speech signal is decomposed in to wavelet coefficients at a decomposition level of 2. In this de-noising algorithm, Daubechies wavelets (db4, db6) and symlet wavelets (sym5, sym7) are used for denoising. Soft, Hard, Improved, Modified Improved and the proposed Hybrid thresholding methods are applied to the wavelet coefficients to achieve the Enhanced Speech Signal. The performance of enhanced speech in terms of objective measures is presented in Tables1.(a)-1(f).

From the table.1 (a)-1(c) it is concluded that the Db4 and Sym5 give better results in terms of SNR measure under low noisy conditions (0dB) when compared to Db6 and Sym7 wavelets. Considering the fact that, higher SNR, Seg-SNR and fwseg-SNR values give better quality where as LLR, WSS, and CEP measures, lower values indicate a better quality [15],it is evident that Hybrid thresholding methods perform well when compared with the rest of the thresholding methods described in this work in terms of SNR, Seg-SNR and fwseg-SNR. From table 1 (d)-1(f), the values of LLR, WSS and CEP measures indicate that the Soft and Improved thresholding methods yield better results in all the four wavelet families considered in this work. Hence the Soft and Improved thresholding schemes are best suited to enhance the Telugu speech quality. From LLR measure it is observed that, a significant improvement is achieved with the Soft thresholding and improved thresholding schemes. The Hybrid thresholding method is also yield results comparable with other methods described in this work except in the case of LLR measure. Observing the results presented in the Tables.1 (a)-1(f), the Telugu Speech Enhancement scheme can be performed well with the proposed Hybrid thresholding method when low SNR conditions prevailed. Our future work focuses on to make a better thresholding function for wavelet denoising scheme to enhance Telugu speech signals. The comparative study for Enhancement of the Telugu speech using other well known standard techniques with the wavelet transform is under way.
In this paper, a comparative study of Hard, Soft, Improved, Modified Improved and the proposed Hybrid Thresholding methods using Daubechies and Symlet wavelet families have been made to enhance Telugu speech signals. This study gives the choice of Threshold function to use Wavelet denoising for Telugu Speech. The effects on the five Telugu Proverbs have been examined. The values of the extracted parameters are also presented. From the results, Db4 and Sym5perform better than other wavelets selected for this study. The Proposed algorithm will be tested with the Real noises like Babble, Car, and Airport etc. as part of their future work.
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VIII. CONCLUSION
### TABLE 1 (a)

**SPEECH QUALITY EVALUATION WITH DIFFERENT THRESHOLDS IN TERMS OF SIGNAL TO NOISE RATIO (SNR) FOR SPEECH CORRUPTED BY WHITE GAUSSIAN NOISE AT VARIOUS INPUT SNRs**

<table>
<thead>
<tr>
<th>Wavelet family</th>
<th>Input SNR dB</th>
<th>SEGSNR Measure Using Different Threshold Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T_H</td>
<td>T_S</td>
</tr>
<tr>
<td>Db4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>-3.958</td>
<td>-4.674</td>
</tr>
<tr>
<td>5</td>
<td>-2.335</td>
<td>-3.323</td>
</tr>
<tr>
<td>10</td>
<td>-0.674</td>
<td>-2.244</td>
</tr>
<tr>
<td>15</td>
<td>0.832</td>
<td>-1.267</td>
</tr>
<tr>
<td>Db6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-2.091</td>
<td>-3.196</td>
</tr>
<tr>
<td>10</td>
<td>-0.541</td>
<td>-2.106</td>
</tr>
<tr>
<td>15</td>
<td>0.954</td>
<td>-1.087</td>
</tr>
<tr>
<td>Sym5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-2.281</td>
<td>-3.485</td>
</tr>
<tr>
<td>10</td>
<td>-0.881</td>
<td>-2.506</td>
</tr>
<tr>
<td>15</td>
<td>0.614</td>
<td>-1.563</td>
</tr>
<tr>
<td>Sym7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-2.188</td>
<td>-3.264</td>
</tr>
<tr>
<td>10</td>
<td>-0.635</td>
<td>-0.959</td>
</tr>
<tr>
<td>15</td>
<td>0.778</td>
<td>-1.280</td>
</tr>
</tbody>
</table>

### TABLE 1 (b)

**SPEECH QUALITY EVALUATION WITH DIFFERENT THRESHOLDS IN TERMS OF SEGMENTAL SIGNAL TO NOISE RATIO (SEGSNR) FOR SPEECH CORRUPTED BY WHITE GAUSSIAN NOISE AT VARIOUS INPUT SNRs**

<table>
<thead>
<tr>
<th>Wavelet family</th>
<th>Input SNR dB</th>
<th>SNR Measure Using Different Threshold Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T_H</td>
<td>T_S</td>
</tr>
<tr>
<td>Db4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>2.0225</td>
<td>0.980</td>
</tr>
<tr>
<td>5</td>
<td>5.156</td>
<td>3.468</td>
</tr>
<tr>
<td>15</td>
<td>8.816</td>
<td>5.505</td>
</tr>
<tr>
<td>Db6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1.895</td>
<td>1.156</td>
</tr>
<tr>
<td>5</td>
<td>5.409</td>
<td>3.749</td>
</tr>
<tr>
<td>Sym5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1.670</td>
<td>0.578</td>
</tr>
<tr>
<td>5</td>
<td>5.134</td>
<td>3.209</td>
</tr>
<tr>
<td>15</td>
<td>8.741</td>
<td>5.188</td>
</tr>
<tr>
<td>Sym7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1.895</td>
<td>1.031</td>
</tr>
<tr>
<td>5</td>
<td>5.361</td>
<td>3.630</td>
</tr>
<tr>
<td>10</td>
<td>7.763</td>
<td>5.047</td>
</tr>
</tbody>
</table>
TABLE 1 (c)
SPEECH QUALITY EVALUATION WITH DIFFERENT THRESHOLDS IN TERMS OF FREQUENCY WEIGHTED SEGMENTAL SIGNAL TO NOISE RATIO (FWSEG) FOR SPEECH CORRUPTED BY WHITE GAUSSIAN NOISE AT VARIOUS INPUT SNRs

<table>
<thead>
<tr>
<th>Wavelet family</th>
<th>Input SNR dB</th>
<th>FWSEG Measure Using Different Threshold Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$T_H$</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>8.586</td>
</tr>
<tr>
<td>Db6</td>
<td>0</td>
<td>7.170</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>8.699</td>
</tr>
<tr>
<td>Sym5</td>
<td>0</td>
<td>7.152</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>8.640</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>11.870</td>
</tr>
<tr>
<td>Sym7</td>
<td>0</td>
<td>7.108</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>8.632</td>
</tr>
</tbody>
</table>

TABLE 1 (d)
SPEECH QUALITY EVALUATION WITH DIFFERENT THRESHOLDS IN TERMS OF LOG LIKELIHOOD RATIO (LLR) FOR SPEECH CORRUPTED BY WHITE GAUSSIAN NOISE AT VARIOUS INPUT SNRs

<table>
<thead>
<tr>
<th>Wavelet family</th>
<th>Input SNR dB</th>
<th>LLR Measure Using Different Threshold Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$T_H$</td>
</tr>
<tr>
<td>Db4</td>
<td>0</td>
<td>0.336</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.277</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.232</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.187</td>
</tr>
<tr>
<td>Db6</td>
<td>0</td>
<td>0.358</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.296</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.245</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.376</td>
</tr>
<tr>
<td>Sym5</td>
<td>0</td>
<td>0.349</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.287</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.236</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.189</td>
</tr>
<tr>
<td>Sym7</td>
<td>0</td>
<td>0.367</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.303</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.250</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.200</td>
</tr>
</tbody>
</table>
### Table 1.1 (e)

**Speech Quality Evaluation with Different Thresholds in Terms of Weighted Spectral Slope (WSS) for Speech Corrupted by White Gaussian Noise at Various Input SNRs**

<table>
<thead>
<tr>
<th>Wavelet family</th>
<th>Input SNR dB</th>
<th>WSS Measure Using Different Threshold Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$T_H$</td>
</tr>
<tr>
<td><strong>Db4</strong></td>
<td>0</td>
<td>53.528</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>43.088</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>35.203</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>28.915</td>
</tr>
<tr>
<td><strong>Db6</strong></td>
<td>0</td>
<td>52.887</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>42.673</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>34.428</td>
</tr>
<tr>
<td><strong>Sym5</strong></td>
<td>0</td>
<td>52.802</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>42.443</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>34.668</td>
</tr>
<tr>
<td><strong>Sym7</strong></td>
<td>0</td>
<td>52.820</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>42.594</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>34.363</td>
</tr>
</tbody>
</table>

### Table 1.1 (f)

**Speech Quality Evaluation with Different Thresholds in Terms of Cepstrum Distance (CEP) for Speech Corrupted by White Gaussian Noise at Various Input SNRs**

<table>
<thead>
<tr>
<th>Wavelet family</th>
<th>Input SNR dB</th>
<th>CEP Measure Using Different Threshold Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$T_H$</td>
</tr>
<tr>
<td><strong>Db4</strong></td>
<td>0</td>
<td>2.101</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.747</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1.415</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>1.100</td>
</tr>
<tr>
<td><strong>Db6</strong></td>
<td>0</td>
<td>2.106</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.728</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1.418</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>1.101</td>
</tr>
<tr>
<td><strong>Sym5</strong></td>
<td>0</td>
<td>2.139</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.747</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1.438</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>1.116</td>
</tr>
<tr>
<td><strong>Sym7</strong></td>
<td>0</td>
<td>2.099</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.728</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1.428</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>1.108</td>
</tr>
</tbody>
</table>
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