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Abstract: In this research two automatic video annotation techniques are considered. The first technique uses ontology to reduce the semantic 

gap during video retrieval and other performs a group based image retrieval using video files. The proposed algorithm uses GIR algorithm to 

create similar image group. From this refined set of images, SIFT features are extracted and the steps used by ASVA algorithm is performed to 

annotate the video in a semantic fashion. The Automatic Semantic based Video Annotation algorithm performs annotation in three steps. The 

first step calculates the video similarity using SIFT features, sentence and synonym analysis is performed in the second to find similar meaning 

annotations and finally the conjunction of the sentences are analyzed to increase the certainty of each annotation using Concept Net. 
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INTRODUCTION 

Due to the technological advancements both in hardware 

and software, the amount of image and video content used is 

increasing in alarming fashion. Various applications like 

video-on-demand, computer aided educational Compact 

discs apart from films, advertisement is using videos 

abundantly. In today’s digital environment, videos are used 

in many applications, ranging from simple PowerPoint 

presentation to complex video-on-demand, entertainment to 

computer aided tutorials as teaching aid. Presently, World 

Wide Web (WWW) is rich with huge video databases. For 

example, as of August 2008, YouTube has more than 144 

million videos [12] which has grown in multifold today. 

While the number of video databases present in the WWW 

is increasing, the ability of efficiently utilizing these video 

files is limited because of the existence of semantic 

gapwhich is the difference between the low-level visual 

features and the human’s perception. One of effectively 

dealing the problem of semantic gap is to use tags to the 

digital data. These tags are termed as annotation, andwhen 

used to represent objects related to video files, are referred 

to as video annotation.  

 

Video annotation is considered as a crucial task to improve 

the search process and provide fast access to video files in 

huge databases. Currently, search engines like Google, 

Yahoo and MSN use text based search which is not very 

effective with video files. Retrieving videos by key words 

requires semantic knowledge of the videos.The main 

motivation of automating this process is because the manual 

labeling of video data is not only labor intensive and time 

consuming but also is subject to human errors. With the 

growing use of videos, the importance of video annotation 

several researchers are contributing to the problem of 

automatic video annotation (Mu, 2010) in various aspects. 

Existing proposed solutions can be categorized into two 

groups, namely, image-feature based or ontology (semantic) 

based algorithms. Inspite of various proposed scheme, there 

is a lack of satisfactory techniques for extracting 

information from raw video and researchers seek alternative 

schemes for achieving the same goal of supporting indexing 

and query of content. This paper proposes an alternative 

enhanced method that combines both image feature based 

and semantic based algorithm to annotate videos.  

 

[2] proposed a semantic based approach for video 

annotation with the aim to bridge the semantic gap. On 

receiving a new video input to be annotated, this framework 

uses a pre-annotated video dataset to identify similar videos. 

The matched annotations are then semantically analyzed and 

the best description for this new video is obtained using 

commonsense knowledge base. Commonsense is the term 

referred to identify information and facts that are expected 

to be known by ordinary people. Using these results, the 

new video is annotated. This system, referred to ASVA 

(Automatic Semantic Video Annotation) in this paper.  

 

The ASVA algorithm compares all the dominant moving 

objects in the input video frame with that of objects in all 

frames of each video in the pre-annotated dataset using low 

level features called SIFT (Scale Invariant Feature 

Transformation). In the proposed method, a group based 

image retrieval method [21] is used first to identify videos 

with similar moving objects after which the semantic and 

concept base steps can be used to annotate the video. The 

technique proposed by Murabayashi et al. (2008)is referred 

as GIR system in this paper is used for this purpose. The 

proposed model is referred as GIRVA. For this purpose, 

wavelet features and k-means clustering are used. This 

change in ASVA can improve the precision and recall while 

reducing the large feature space produced while using the 

SIFT features. Reduction in feature space results in fewer 

computations and hence increases the speed of the 

algorithm.  

 

The rest of the paper is organized as below. A brief 

literature study is provided in Section 2and a general video 

annotation system described in section 3 followed by a 
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detailed explanation of the steps in the proposed annotation 

algorithm in Section 4. The experimental results obtained 

while testing with TRECVID 2005 BBC Rushes dataset is 

presented and discussed in Section 5. The work is concluded 

with future research directions in Section 6. 

LITERATURE STUDY 

Video annotation has wide usage in many domains 

including education and media research. Several real time 

video annotation tools have been proposed. Examples 

include Marquee , Audio Notebook [27], Logjam [6], R 

frames [3], MSR Video Skimmer [17], Hierarchical Video 

Magnifier [20], Jabber [16], VoiceGraph  [23,  26] Media 

Streams [7] and DIVA [19]. All these tools require the help 

of users to annotate and have been proved to work 

efficiently. However, as indicated before, manual annotation 

has serious drawbacks like labor intensive, time consuming 

and high human errors. Proposal that perform automatic 

annotation have also been probed. OVID (Object-oriented 

Video Information Database [24] automatically identify 

meaningful scenes in a video using inheritance based on 

interval inclusion relationship and a generalized hierarchical 

model along with adhoc query facility called VideoSQL to 

annotate and retrieve video. Similarly, [30] presented a 

video conceptual model designed to cater for all aspects of 

digital video management.VideoSTAR (Video Storage And 

Retrieval, [11] is a database system developed at the 

Norwegian Institute of Technology. It proposes a 

comprehensive conceptual model designed to handle media 

files, virtual video documents, video structure and content-

based annotations; and parts of it have been implemented. 

 

AVIS (Advanced Video Information System) is a video 

database approach focusing on query processing proposed 

by [1]. This is a formal model for a video database, as well 

as index structures and algorithms for queries and updates. 

Veggie [11] is an application for describing video with 

Dublin Core-based metadata, developed at the state library 

and university of Queensland, Australia. Its purpose is 

mainly to enable quick, easy, cost-effective generation of 

standardized metadata that can be used to create online 

detailed visual summaries of videos.In 1997, another video 

annotation engine called Vane was proposed by [4] was 

developed at Boston University. It is a tool for semi-

automatic production of metadata and is designed to be as 

open as possible for multiple domain-specific applications. 

Later in 2003, a commercial product called Qualitative 

Media Analyzer (QMA) was developed for annotating 

videos of interviews and media documents by creating 

scores and independent variables.  Observer [22] a 

competitor for QMA, is another commercial product 

developed by Noldus Information Technology.Bil Video [8] 

is a video database system developed at Bilkent University 

in Ankara, Turkey. Its main contribution is the advanced, 

rule-based spatio-temporal modelling and querying 

functionality along with more conventional temporal 

semantic annotations. The VideoText model [15] is a video 

data model based on the concepts of logical video segment 

and free text video annotations with arbitrary mapping 

between them. 

All of the above mentioned models, on the semantic 

expressivescale, end up on the weak side of structured data 

values. Recent solutions focus on proposing solutions to 

strengthen this weakness by including ontology, machine 

learning and genetic algorithms. Examples include [14],  

[31], and [5] In continuation with these researches, this 

paper uses semantics with image features to annotate video 

files. 

A GENERAL VIDEO ANNOTATION SYATEM 

A general video annotation system is presented in Figure 1 

and consists ofthree major steps, namely, segmentation, 

semantics annotator and descriptors. The first step, video 

segmentation, cuts a video sequence into smaller units. 

These smaller video units are semantically analyzed to 

regulate the video content descriptions and to assign 

relevance scores that reflect the segments importance with 

respect to these descriptions. Finally, these descriptions are 

combined with input video to output the resultant annotated 

video. Thus, the main aim of any video annotation algorithm 

is to categorize the semantic content of each video unit, 

assign the corresponding relevance score and output the 

description file. 

METHODOLOGY 

In this paper, the proposed video annotation method is 

performed through a series of steps, namely, video 

segmentation, similarity calculation, analysis and 

annotation. Different algorithms exist for each of these 

steps. These algorithms are explained in this section and 

illustrated in Figure 2.  The GIRVA (Group based Image 

Retrieval and Video Annotation)  system addresses two 

main issues. The first is the selection of visual features that 

can efficiently give knowledge about the video content and 

second is the technique that can be used to represent these 

features in annotation format. These two details are 

addressed in three steps.  

Video Similarity Calculation: 

The similarity between video content is performed in four 

steps. The first step performs motion segmentation using 

Daubechies 4 (D4) wavelet transformation [29] is used as 

they are more robust to degraded videos than SIFT. The 

video frames are initially are divided into 4 x 4 blocks. Then 

D4 transformation is applied which results in four subbands, 

LL, HL, LH and HH. To use the magnitude of spatial 

frequency resolution, the absolute value of the coefficients is 

used and a feature vector as given below is created. 

|
ijHHD||,

ijHLD||,
ijLHD(|ijv )       (1) 

where
ijHHD,

ijHLD,
ijLHD are the subband components, 

i and j are the coordinates of the coefficients in each wavelet 

transformed data. Thus vij is a three dimensional vector, 

which is clustered using k-means algorithm. The center 

values and ratio of the cluster size is calculated and used as 

feature vector (Fv) of block m (Equation 2). 

Fv = {(f1, wf1), …,, (fn, wfn), …, (fn, wfn)}  (2) 

where fn is the centre of cluster n ( Equation 3) and wn is the 

ratio of the cluster size (Equation 4). 
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Figure: 1 Video Annotation System 

(3) 
 

ij vall of No.

n clusterij vof.No

nw  (4) 

In the next step, the distance between the feature spaces are 

calculated using EMD method [25] between the same 

blocks. The output after applying EMD is a weighted list of 

text entries that accompanied to the top similar matched 

videos. 

Sentence Analysis: 

This step aims is to find similar meaning annotations 

irrespective of different names of the same or similar 

objects, method used to describe an event or action, different 

spelling versions. The step divides a sentence into Object, 

Event and Location triplet using Stanford NLP Log-linear 

Part-Of-Speech Tagger (POS Tagger). A POS Tagger is a 

software tool that reads text and assigns parts of speech to 

each word, such as noun, verb and adjective. These tags 

indicate which part is the object, which is the subject in 

linguistic terminology and which is the event, that is, the 

verb along with its related prepositions and the location, if 

exists. Three separated lists are generated from this analysis. 

The Object and Location lists are considered as list of nouns 

when entered to WordNet [9] and the Events list is 

considered as a list of verbs. The ―isA‖ relationship in 

WordNet, which gives the synonyms, is selected because it 

gives equal meaning words with little amount of abstraction. 

Each list, separately, is extended then intersected using this 

relationship. The process is simply done by obtaining each 

item’s synonyms, which match its part of speech (i.e. nouns 

for items in nouns’ and locations’ lists, and verbs for events’ 

list). This assigns a suitable weight Swfor each synonym, 

calculated based on the initial word weight Wwand an un-

trust decreasing constant Cd and can be formulated using 

Equation (5). 

 

Figure 2: Proposed  GIRVA System 

Sw= Wwx Cd   (5) 

The decreasing constant Cdholds a value between 0 and 1, 

giving less weight for synonyms than the original word. A 

high value of Cd(more than 0.8), indicates similar strength of 

the synonym and the original word. This leads to increased 

false alarms and therefore, an average value of 0.5 was 

chosen. Matched words are grouped to increase their trust 

and the resulted lists are normalized. The output of this step 

is three sorted lists, each of which contains weighted entries 

for one part of the scene elements (object, event and 

location). 

Semantic annotation: 

The final step of ASVA algorithm checks the possible 

conjunctions of the sentences’ parts under real constraints so 

as to assign more certainty to higher potential actions in 

daily life. For this step, ConceptNet [18]is used after some 

adaptation. ConceptNet consisted of a huge number of 

concept nodes; each concept is a semi-sentence or a phrase. 

Again, WordNet ―isA‖ relationship is utilized and a full 

intersection operation is applied between objects’ list and 

events’ list using this relationship. Cross weights are 

calculated using Equation 6. Then the same operation 

between objects’ list and locations’ list is repeated using 

―locationAt‖ relation. 
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Tw= Nwx Vwx Rs  (6) 

 

Where Twis the sentence weight, Nwand Vware the noun and 

verb phrases weights respectively and Ris the relation score. 

Each ConceptNet node is analyzed to obtain the core phrase 

that matches its type. Finally, the rest of the node is deleted 

if it does not hold a full meaning or another node suits this 

meaning is created. This task is performed using the steps 

given below:  

a. Each node’s words are tagged using Stanford 

previously mentioned tagger [10] then non-useful parts 

of sentence in visual field are deleted. These parts vary 

from some prepositions and stop words to some 

common used adjectives and adverbs, which are 

included in a manual written table. For example, ―fast‖ 

is visually a useful adjective because it holds a 

meaning related to motion, but ―better‖ is not.  

b. A split operation is applied to divide some complex 

nodes into parts causing new relationships to be 

established 

 

To achieve more effective comparing between analyzed 

nodes and resulted candidate annotations’ parts, this 

comparing operation is performed on the stemming level. 

This is done by stemming all the words of each entry, i.e. 

obtain the root of the word, then sorting the resulted 

stemmed words alphabetically. This causes the nodes that 

contain the same words but in different format to be 

comparable. 

EXPERIMENTAL RESULTS 

To evaluate the systemsvideos from TRECVID 2005 BBC 

Rushes [28] is used. TRECVID 2005 is a group of standard 

databases for information retrieval. This dataset contains 

335 single-shot video clips containing various types of 

moving vehicles like cars, tanks, airplanes and boats. These 

challenging uncontrolled videos contain considerable range 

of variations like size, appearance and shapes, viewpoint 

and motion of object. Also all possibilities of unknown 

camera quality and motion, like moving and zooming, are 

exists. The framework currently operates on individual 

video shots, but it can easily be extended by plugging a shot 

boundary detection layer. Some example frames from the 

dataset is shown in Figure 3. 

 

.

 

Figure 3 : Sample Video Frames 

To ascertain the performance of the models, several 

experiments were conducted. All the experiments were 

conducted using a Pentium IV machine with 4GB RAM. 

Performance evaluation was done vigorously for both the 

existing and proposed systems. Four performance metrics, 

namely, average Precision, average Recall, average F-

measure and speed were selected during evaluation.The 

precision, recall and F Measure were calculated using 

Equations 7, 8 and 9.

videosRetrieved_

videosRetrieved_deosSimilar_vi
Precision  

    (7)

deosSimilar_vi

videosRetrieved_deosSimilar_vi
Recall  

    (8) 

F = 2 x (Precision x Recall) / (Precision + Recall) 

    (9) 

 

Figure 4 : Recall Vs. Precision 

Figure 4 shows ROC diagram using the average of Recall 

vs. Precision while using ASVA and proposed GIRVA to 

annotate all database videos. Each time, one video is taken 

as a test and all other files in the database are considered as 

the pre-annotated database. Similarity has been evaluated by 

comparing correct similar retrieved files to all similar files 

and enhancement has been evaluated by comparing correctly 

retrieved annotations to all possible correct annotations for 

the input video. From the results, it is evident that the 

proposed method has enhanced the annotation process in 

terms of precision and recall. 

 

To analyze the effectiveness of the pre-annotated dataset, F-

measure parameter was used and the result of F-measure 

when used with different number of top ranked files is 

presented in Figure 5 from the results it can be seen that the 

proposed GIRVA algorithm performs better than ASVA 

algorithm. Similarity results show that the performance 

degrades when the number of files is more than 20. This 

improves to 30 for ASVA and 33 for GIRVA. After this 

number all the three algorithms performs in a similar 

manner. As the aim of the framework is not to retrieve the 

whole corrected list of annotations, but to find few 

representative annotations for the input video, the proposed 

algorithm achieves improved. 
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Figure 5Effectiveness of the Pre-annotated Dataset 

While considering the speed of the three algorithms. When 

presented with a video file on average the GIR algorithm 

took less than 5.91 seconds, the ASVA algorithm took less 

than 6.75 seconds and the GIRVA algorithm annotated the 

video file within 8.21 seconds. The extra time taken by the 

proposed algorithm is due to the combined computations 

required to perform some steps of GIR and ASVA. But as 

the difference is very small when compared with GIR and 

ASVA algorithms (less than 2.3 seconds and 1.4 seconds 

respectively), the GIRVA algorithm can be considered as an 

enhanced version. 

 

From the results, it could be seen that irrespective of the 

number of files the performance of GIRVA algorithm is 

superior to the existing annotation models namely, GIR and 

ASVA in terms of precision, recall and speed.  The 

experiments further demonstrate that the proposed 

annotation framework can produce a small list of candidate 

annotation when compared with the existing frameworks.   

CONCLUSION 

This paper proposed a wavelet-based semantic system for 

video annotation. The usage of wavelets reduced the false 

alarms raised by illumination.The experimental results 

proved that annotation is effective. The results further show 

that the performance of the proposed algorithm has 

improved the annotation process in terms of all parameters 

except for speed. The speed of the proposed algorithm 

increased on average by 1.8 seconds due to the extract 

computations required while combining the algorithms. 

However, the high accuracy, low error rates show that the 

proposed algorithm is efficient and can be used to annotate 

large video databases. In future, plans to combinewavelets 

with SIFT is envisaged. 
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