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ABSTRACT— Cloud computing is mainly used in load balancing technique. It has improved performance and user
satisfaction. Cloud providing users with new type of services. Here different type of strategies can be used. Previously they
have used ANT colony optimization and Game theory method. Here job arrival pattern is not predictable. In this method
not flexible and also not efficient. Load balancing schemes depending on either static or dynamic. Thus, this model divides
the public cloud into several cloud partitions. When the environment is very large and complex, these divisions simplify the
load balancing. The cloud has a main controller that chooses the suitable partitions for arriving jobs while the balancer for
each cloud partition chooses the best load balancing strategy. The load balancing strategy is based on the cloud partitioning
concept. After creating the cloud partitions, the load balancing then starts. When a job arrives at the system, with the main
controller deciding which cloud partition should receive the job. The partition load balancer then decides how to assign the
jobs to the nodes. When the load status of a cloud partition is normal, this partitioning can be accomplished locally. If the
cloud partition load status is not normal, this job should be transferred to another partition. When the node is idle, the data
will be directly shared to another node inside the partition by using green computing concept. Normally, cloud computing is
a cost per usage. When transfer the image to the cloud, the size of the image can be reduced by the decomposition
technique. This whole project mainly deals with reducing data size and cloud space.

KEYWORDS: Cloud Partitioning, Load Balancing, Green computing.

I. INTRODUCTION

The cloud will bring changes to the IT industry. The cloud is changing our life by providing users with new types
of services. NIST gave a definition of cloud computing as a model for enabling ubiquitous, convenient, on-demand network
access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services)
that can be rapidly provisioned and released with minimal management effort or service provider interaction. The load
balancing model given in this paper is aimed at the public cloud which has numerous nodes with distributed computing
resources in many different geographic locations. When a job arrives at the system, with the main controller deciding which
cloud partition should receive the job. The partition load balancer then decides how to assign the jobs to the nodes. When
the load status of a cloud partition is normal, this partitioning can be accomplished locally. If the cloud partition load status
is not normal, this job should be transferred to another partition.

The load degree results are input into the Load Status. Tables created by the cloud partition balancers. Each
balancer has a Load Status Table and refreshes it each fixed period time(T). The table is then used by the balancers to
calculate the partition status. Each partition status has a different load balancing solution. When a job arrives at a cloud
partition, the balancer assigns the job to the nodes based on its current load strategy. This strategy is changed by the
balancers as the cloud partition status changes.
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Virtual machine monitors (VMMs) like Xen provide a mechanism for mapping virtual machines (VMs) to
physical resources. This mapping is largely hidden from the cloud users. Users with the Amazon EC2 service, for example,
do not know where their VM instances run. It is up to the cloud provider to make sure the underlying physical machines
(PMs) have sufficient resources to meet their needs. VM live migration technology makes it possible to change the
mapping between VMs and PMs while applications are running. However, a policy issue remains as how to decide the
mapping adaptively so that the resource demands of VMs are met while the number of PMs used is minimized. This is
challenging when the resource needs of VMs are heterogeneous due to the diverse set of applications they run and vary
with time as the workloads grow and shrink.

The given set of files and store them across the servers in a space and access-efficient manner. In the process, we
reduce the network-overhead for file access. Our main goal is to minimize the space required by the access-efficient SAP
solution. For this small example, we are able to determine the optimal partition simply by inspection. For a general set of
files it is a very computationally expensive task to compute all possible partitions, and then identify the ones which capture
file similarity better. In this paper, we present polynomial time algorithms to partition the given set of files and store them
across the servers in a space and access-efficient manner. A space-efficient solution, in which we identify unique chunks
across all the files and distribute them arbitrarily across the servers (chunk-distribution), may require communication with
more than one server to access any file. On the other hand, an access efficient solution in which we randomly partition the
files across the servers, and then store their unique chunks on each server may not exploit the similarities across files to
reduce the space overhead.

In the context of grayscale images, we consider the 8 connected pixel adjacency graph as a simplifies complex. It
is obvious that using the pixel values as a Morse function gives valid segmentations only in special cases, as it is only
capable of isolating darker regions separated by lighter boundaries (or vice versa). Thus, as it is common with watershed
techniques, we use the absolute value of the image. For color images we have implemented the method of the original,
inspired by the mean shift methods. We first build a nearest neighbor graph from the point cloud representing the image in
color space. It is widely known, those Euclidean distances in common color spaces like RGB do not correspond well with
perceived color differences, and so, the image is first transformed into the more suitable color space. Then, the so-called
Vietoris-Rips graph is generated by connecting points that are closer to each other than some given parameter d. The
segmentation is produced by clustering the point cloud.

Il. RELATED WORK AND EXISTING MODEL

Using the methodology is ANT COLONY optimization. In this method only used for check performance. Client
send data to receiver. But it will not check the receiver is free to execute or not. In the natural world, ants (initially) wander
randomly, and upon finding food return to their colony while laying down pheromone trails. If other ants find such a path,
they are likely not to keep travelling at random, but to instead follow the trail, returning and reinforcing it if they eventually
find food Over time, however, the pheromone trail starts to evaporate, thus reducing its attractive strength. The more time it
takes for an ant to travel down the path and back again, the more time the pheromones have to evaporate. A short path, by
comparison, gets marched over more frequently, and thus the pheromone density becomes higher on shorter paths than
longer ones. Pheromone evaporation also has the advantage of avoiding the convergence to a locally optimal solution. If
there were no evaporation at all, the paths chosen by the first ants would tend to be excessively attractive to the following
ones. In that case, the exploration of the solution space would be constrained. Thus, when one ant finds a good (i.e., short)
path from the colony to a food source, other ants are more likely to follow that path, and positive feedback eventually leads
to all the ants' following a single path. The idea of the ant colony algorithm is to mimic this behavior with "simulated ants"
walking around the graph representing the problem to solve.
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Fig 2.1:Existing Model
Performance Analysis

In compared analysis of some algorithms in cloud computing by checking the performance time and Cost. ANT
COLONY optimization compared to Game theory it has less efficiency. Game theory is more flexible and maintains user
satisfaction

Problem statements

In Existing job arrival pattern is not predictable and the capacities of each node in the cloud differ, for load
balancing problem, workload control is crucial to improve system performance and maintain stability. Cloud computing is
efficient and scalable but maintaining the stability of processing is very difficult here. So many jobs in the cloud
computing environment are a very complex problem with load balancing.

I11. PROPOSED MODEL
Objective

Using algorithm is SAP. The load balancing strategy is based on the cloud partitioning concept. After creating the
cloud partitions the load balancing then starts. When a job arrives at the system, with the main controller deciding which
cloud partition should receive the job. The partition load balancer then decides how to assign the jobs to the nodes. When
the load status of a cloud partition is normal, this partitioning can be accomplished locally. If the cloud partition load status
is not normal, this job should be transferred to another partition.
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Fig 3.1:Proposed Model
Similarity aware partitioning algorithm

We consider a novel problem of storing them across a set of distributed servers in a manner that is: (i) access-efficient, (ii)
space-efficient. (i) They should be access-efficient in terms of minimizing network accesses to read or write to the files in
the system. This is a crucial factor with increasing network congestion in the underlying data center networks.(ii) They
should be space-efficient to manage the high volumes of data. Given a set of files that show a certain degree of similarity or
redundancy, we consider the problem of storing them across a set of distributed servers and present solutions that are both
access-efficient and space-efficient.In this paper, we first show that finding an access-efficient, space optimal solution is an
NP-Hard problem. Following this, we present the similarity-aware-partitioning (SAP) algorithms that find access-efficient
solutions within polynomial time complexity and guarantees bounded space overhead for arbitrary files. Space efficiency is
often achieved by the process of deduplication, which splits all the files in the system into chunks and maintains only a
unique copy of each chunk. Typically, most deduplication solutions have focused on reducing the space-overhead within a
single server. These techniques do not consider the problem of distributed deduplication due the cost of network accesses
and file maintenance in a distributed solution. However, files with a high degree of similarity may be deduplicated on
different servers. In this paper, we show that it is possible to achieve both space and access-efficiency in a distributed
solution. In general, this may not be the case and we may have additional redundancy in the SAP approach. However,the
given set of files and store them across the servers in a space and access-efficient manner. In the process, we reduce the
network-overhead for file access. Our main goal is to minimize the space required by the access-efficient SAP solution. For
this small example, we are able to determine the optimal partition simply by inspection. For a general set of files it is a very
computationally expensive task to compute all possible partitions, and then identify the ones which capture file similarity
better. In this paper, we present polynomial time algorithms to partition the given set of files and store them across the
servers in a space and access efficient manner. A space-efficient solution, in which we identify unique chunks across all the
files and distribute them arbitrarily across the servers (chunk-distribution), may require communication with more than one
server to access any file. On the other hand, an access-efficient solution in which we randomly partition the files across the
servers, and then store their unique chunks on each server may not exploit the similarities across files to reduce the space
overhead.
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Range partitioning

A range partitioner divides a data set into approximately equal size partitions based on one or more partitioning
keys. Range partitioning is often a preprocessing step to performing a total sort on a data set. This topic describes the range
partitioner, the partitioner that implements range partitioning. It also describes the write range map operator, which you use
to construct the range map file required for range partitioning, and the stand-alone make range map utility.The range
partitioner guarantees that all records with the same partitioning key values are assigned to the same partition and that the
partitions are approximately equal in size so all nodes perform an equal amount of work when processing the data set. The
diagram shows an example of the results of a range partition.

Property Value
Number of input data sets 1
Number of output data sets 1
Execution mode parallel
Partition method modulus

Table 3.1:Operator Properties

age values

partition

size

(in records)
o 3 18-| | 26- 66-
2 17| |25 | |44 71

partition

Fig 3.2:Range Partitioning Example
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Fig 3.3:System Architecture

All partitions are of approximately the same size. In an ideal distribution, every partition would be exactly the same
size. However, you typically observe small differences in partition size. In order to size the partitions, the range practitioner
orders the partitioning keys. The range partitioned then calculates partition boundaries based on the partitioning keys in
order to evenly distribute records to the partitions.

IV.CONCLUSION

In Formal system | found the problem’s are Allocating many jobs is complex, Job arrival pattern is not depends upon
priority, degradation of server is not predictable and workload control is crucial. In that, particularly i am focusing on
maintaining workload and performance of server. So that i partition the cloud based on capacity of cloud. After that the job
could be allocated depends upon the status of the system (System status are idle,normal,overload).If the system is idle it
will automatically move to sleep mode. For that purpose green computing can be achieved through cloud computing. To
minimizing the workload as well as the cost of cloud i plan to do image decomposition.

V. FUTURE ENHANCEMENT

Parallel and distributed system using decomposition of image plan to implement in cloud computing.It could be used for
minimizing the workload as well as very low cost.
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