
ISSN (Online)  : 2319 - 8753 
                           ISSN (Print)    : 2347 - 6710 

 

              International Journal of Innovative Research in Science, Engineering and Technology 

                           Volume 3, Special Issue 3, March 2014 

                  2014 International Conference on Innovations in Engineering and Technology (ICIET’14) 

                        On 21st & 22nd March Organized by 

                        K.L.N. College of Engineering, Madurai, Tamil Nadu, India 

Copyright to IJIRSET                                     www.ijirset.com                                                                                1109 

 

                     M.R. Thansekhar and N. Balaji (Eds.): ICIET’14 
 

 

 

            
 

 

 

 

 
ABSTRACT— In the modern world, diabetic retinopathy 

(DR) has become one of the most severe complication 

prevalent among diabetic patients. The success rate of its 

curability solemnly depends on the early stage diagnosis 

or else will lead to total blindness. The paper proposes a 

novel method for the automated identification of exudates 

pathologies in retinopathy fundus images based on 

computational intelligence technique. Approach employs 

a unique sequential execution of morphological operators 

to extract fundus image features like vessels, red lesions, 

and white lesions together with texture feature analysis. 

Finally features selected are passed into the well-known 

support vector machine (SVM) classifier which classifies 

the images into normal and abnormal classes. Real time 

and publicly available database analysis shows really 

encouraging performance metrics of the proposed method 

in terms of sensitivity, specificity and accuracy. 

 

KEYWORDS— Diabetic retinopathy, red lesions, white 

lesions, support vector machine. 
 

I. INTRODUCTION  
Robust screening methods increases the accessibility of 

eye care providers with timely intervention of to prevent 
the vision loss caused by diabetic retinopathy (DR) [1]. 
Digital color fundus photography has become a pre-
requisite for automated DR detection due to its patient 
friendliness and cost effectiveness [2]. Recently a study by 
International Diabetes Federation found diabetes will see 
an epidemic growth closing to 552 million people by 2030 
[3]. Besides this complications arising from diabetes are 
also growing including DR, which is the root cause of 
blindness within the 20–74 age group in most of the 
developed countries and presently affect 2–4% of diabetic 
people [4]-[6].  

 

Fig. 1. Retinal main regions and DR related pathologies 

The most common signs of DR are red lesions 
(microaneurysms, hemorrhages) and bright lesions 
(exudates, drusen and cotton wool spots). The presence of 
red lesions and/or hard exudates (bright lesions) are 
indicative of early stage DR. Microaneurysms (MAs) are 
focal dilatations of retinal capillaries and appear as red 
dots in retinal fundus images. Bright lesions or intra-
retinal lipid exudates results from the breakdown of blood 
retinal barrier. Excluded fluid rich in lipids and proteins 
leave the parenchyma, leads to retinal edema and 
exudation. Lastly, wherever capillary walls are weak 
inside the retina, dot hemorrhages lesions are found which 
are slightly larger than MAs. On rupturing it will cause 
intra-retinal hemorrhages. Progression of DR also causes 
macular edema, neo-vascularization and in later stages, 
retinal detachment. All these abnormalities are depicted in 
Fig. 1 with main retinal structures highlighted. 

Systematic screening by eye care specialists of 
diabetic patients is a cost-effective health care practice 
that can diagnose the pathology at the initial stage [7], [8]. 
In order to accommodate the screening and annual 
reviews requisite of a large number of patients, an 
automated screening tool is a useful adjunct in diabetes 
clinics. At present, there are several methods which can 
accurately diagnose specific DR related lesions [9]–[11]. 
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All the existing methodologies require different pre and 
post-processing steps depending on the lesion of interest, 
color normalization and resolution corrections to account 
for images with different ethnicity and field of view [12]. 

II. STATE OF ART  
A lot of studies have investigated the automated 

detection of diabetic retinopathy by diagnosing red lesions 

[13]–[16], and bright lesions [17]–[21]. Methodology in 

[22] classified pixels using a neural network scheme and 

represented pixels using a computation based on 7-D 

vector composed of gray-level and moment invariants-

based features. Vessel-like candidate segments detected 

using a method based on watershed lines and ridge 

strength measurement to train SVM, was applied by [23]. 

In [24] DR related lesions from fundus images was 

identified using visual word dictionary representing points 

of interest (PoIs), that contain regions associated with DR 

related pathology.  
Approach of [25] applied a splat-based feature 

supervised classification method to detect large, uneven 
hemorrhage detection in fundus photographs. MA 
detection through the analysis of directional cross-section 
profiles centered on the local maximum pixels of the pre-
processed image followed by a Naive Bayes classification 
using the statistical measures of the corresponding profiles 
was done in [26]. Another algorithm in [27] assessed the 
need for referral in DR detection with a decision based on 
the fusion of results by meta-classification. Reference [28] 
modelled a clutter labeling technique that attempts to 
address the discrimination of MAs and postpone the target 
modeling together with progressive rejection of clutter 
responses and target recognition if fewer clutter responses 
remain in the end.  

In this paper a new approach has been proposed which 
can be effectively used for automated diagnosis of DR. 
The algorithm we developed is based on a sequential 
execution of morphological operators as well as machine 
learning technique. The approach find very effective in 
detecting major DR pathologies like red lesions, bright 
lesions and white lesions together with extracting the 
vasculature within the retina (Fig. 2). The rest of the work 
is organized as follows: Section III describes proposed 
lesion detection algorithm, Section IV discusses the 
experimental results and performance evaluation, and 
finally concluding remarks in Section V. 

 

Fig. 2 Basic block diagram of lesion detection algorithm 

III. PROPOSED LESION DETECTION METHOD 

A. Image Acquisition  
The methodology described here, is evaluated on two 

publicly available databases: DRIVE [29] and STARE 

[30]. These databases have been widely used by other 

researchers to check the effectiveness of their 

segmentation methods.  

The 40 color fundus retinal images of DRIVE database 

were captured with a Canon CR5 non-mydriatic 3CCD 

camera with a 45
0
 field-of-view (FOV). Each image 

represented in 8 bits per color plane, captured at 768 x 

584 pixels, and were saved in JPEG format. Hoovers‘ 

[38] STARE database comprises of 81 retinal color 

fundus images taken with a TopCon TRV-50 fundus 

camera at 35
0
 FOV. The database is available in PPM 

format at 700 x 605 pixels, in 8 bits per color channel 

form. Details of database is in Table I.  
TABLE I  

ENTIRE DATA SET CATEGORISATION 
 

Source Total Images Normal Abnormal 

DRIVE 40 33 7 

STARE 81 30 51 

Total 121 63 58 
 

B. Preprocessing 
 

All the images were resized to 720 × 576 pixels while 

maintaining the original aspect ratio prior to analysis. 

Following this, green color plane was used in the analysis 

since it shows the best contrast between the background 

retina and the vessels. The grey levels were normalized by 

stretching the image contrast using CLAHE to cover the full 

pixel dynamic range, excluding the surrounding dark border 

pixels and any image labels.  CLAHE limits amplifying any 

noise that might be present in the low contrast area of the 

image.  
 

C. Retinal Vasculature Extraction 
 

Initially, the green component‘s intensity is inverted. After 

inverting the green component‘s intensity, edge detection ζ is 

performed using canny method. 

               TABLE II 

VESSEL SEGMENTATION ALGORITHM 
 

Input : 

Output : 

Green channel retinal fundus image (Ig) 

Blood vessels extracted image (Ivsl) 

Step 1 Inversion of (Ig) to (-Ig)  

Step 2 Applied with canny edge operator ζ 

Step 3 Border detection and initial vessel 

segmentation 

Step 4 Morphological opening operation (α) with 

disk shaped structuring element 

Step 5 Contrast enhancement followed by (α) with 

ball shaped structuring element 

Step 6 Thresholding and median filtering 

Step 7 Subtracting 3rd and 6th Steps followed by 

‗imfill‘ function gives final output (Ivsl) 
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The border is then detected and a disk shaped 

structuring element (SE) of radius 8 is created with 

morphological opening operation (erosion followed by 

dilation). Next, subtract the eroded image with the original 

image and the border or boundary is obtained.  

Afterwards, adaptive histogram equalization (CLAHE) 

is performed to improve the contrast of the image and to 

correct uneven illumination.  A morphological opening 

operation (erosion then dilation) is performed to highlight 

the blood vessels. The image is then subtracted from the 

adaptive histogram equalized image. From the subtracted 

image, the image is converted from grayscale to binary by 

performing thresholding with value of 0.1.  Median 

filtering is performed to remove "salt and pepper" noise. 

The boundary is obtained after subtracting the border with 

disk shaped SE from image with median filtering. The 

border is then eliminated after filling the holes that do not 

touch the edge to obtain the final image (Fig. 3). The pixel 

values of the image are inverted to get only the blood 

vessels with black background. Table II describes the 

blood vessel algorithm. 

    
        (a)                (b) 

Fig. 3 Retinal vasculature extraction illustrated using DRIVE database 
(a) input image (b) vessel extracted image. 

D. Bright Lesions Segmentation  
Exudates appear as bright yellow-white deposits on the 

retinal layer.  Their shape and size varies gradually with 
different stages of retinopathy. Initially extracted green 
channel image is converted into grayscale image and then 
preprocessed for uniformity. Then morphological closing 
operation is carried out to remove the blood vessels.   

TABLE III 

EXUDATE SEGMENTATION ALGORITHM 
 

Input : 

Output : 

Green channel retinal fundus image (Ig) 

Exudate segmented image (Iexd) 

Step 1 Morphological closing operation (β) with 

octagon shaped structuring element (SE). 

Step 2 Columnwise neighborhood operation (ψ)  

Step 3 Thresholding followed by (β) with disk (SE) 

Step 4 Applied with canny edge operator ζ 

Step 5 Choosing a region of interest (ROI) 

Step 6 Removal of optic disk and border. 

Step 7 Morphological erosion operator (ρ) with 

disk (SE) to give final (Iexd) 

 

 Morphological closing consists of dilation followed 
by erosion. The canny edge detector is used to detect the 
edges. Canny edge detector is an edge detecting operator 
that uses multistage algorithm to detect wide range of 
edges in images. Strong and weak fine blood vessels can 
be detected using this canny edge detector. In the 
beginning green channel image first finds the edges using 
canny method; before removing the circular border to fill 
the enclosed small area. Then circular border, edges and 
larger areas are removed. Being the bright spots on the 
image, adaptive histogram equalization is applied twice 
followed by image segmentation to make the exudates 
visible. Obtained bright features are then compared with 
large area removed image using AND logic in order to get 
rid of exudates (Fig. 4). Algorithm is detailed in Table III. 

   

Fig. 4 Bright lesion detection illustrated using STARE database (a) input 

image (b) exudates detected image. 
E. Red Lesions Detection  

All MAs appear as tiny red dots on retinal fundus image. 

Therefore the red component of the RGB image are used to 

identify the MAs. Next, the intensity is then inverted. Similar to 

blood vessels detection, canny method is used for edge detection 

for MAs detection. The boundary is detected by filling up the 

holes and a disk shaped structuring element (SE) of radius 8 is 

created with morphological opening operation (erosion then 

dilation). The edge detected image is then subtracted from the 

image with boundary to obtain image without boundary. 

After which, the holes or gaps are filled, resulting in MAs 

and other unwanted artifacts present. The image with filled holes 

or gaps then subtracts the image before filled holes or gaps. The 

resulting image thus has MAs and other unwanted artifacts 

without the edge. 

TABLE IV 

MICROANEURYSM SEGMENTATION ALGORITHM 
 

Input : 

Output : 

Red channel retinal fundus image (Ir) 

Microaneurysms segmented image (Ima) 

Step 1 Inversion of (Ir) to (-Ir) 

Step 2 Applied with canny edge operator ζ 

Step 3 Border detection and operator (α) with disk 

shaped SE 

Step 4 Boundary removal and hole filling with 

mutual subtraction between the outputs 

Step 5 Vessel detection and ζ operation 

Step 6 Subtract outputs of 4th and 5th steps 

Step 7 Hole filling and subtraction from Step 6 to 

give final (Ima) 
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The blood vessels are detected using the same method. 
Edge detection canny method is then used on the blood 
vessels image to detect the edges. This image is then 
subtracted from the image after boundary subtraction. 
Finally, after filling the holes or gaps, this image is 
subtracted with the image with MAs and unwanted 
artifacts to obtain the final image with only MAs. Figure. 5 
shows MAs detected images. Entire algorithmic process is 
explained in Table IV. 

    

Fig. 5 Red lesions segmentation illustrated using STARE (a) input image 

(b) MAs segmented image. 
F. Feature Extraction  

Afterwards the pre-processing stage, the fundus images 
features viz: area of blood vessels, area of exudates, and 
area of microaneurysms are extracted along with texture 
properties. These metrics are later used to classify the 
images accurately. 

1) Texture analysis: The function of spatial variation 
in pixel intensities (gray value) is known as image texture. 
The basic types of texture analysis computation are 
structural, statistical and spectral. The texture features 
considered for this work are mean, standard deviation 
(SD), third moment, entropy and homogeneity. Co-
occurrence matrix captures the spatial distribution of gray 
level from which homogeneity can be obtained [31]. 

 Let zi denote the values of all possible intensities in an 
M x N image, where i=0,1,….,L-1. The probability, p(zk), 
of intensity level zk occurring in a input image is specified 
by 

        p(zk)=

 
MN

nk

    

 (1) 

where nk is the number of times that intensity zk occurs in 

the image and MN is the total number of pixels. Once we 

have p(zk), the mean intensity is given by 

  m= )(p zn k

1L

0k
k





      (2) 

 Similarly standard deviation (SD) is a measure of 

the spread of the values of z about mean, and is given by 

square root of variance of the intensities, 

 

 σ= 





1L

0k
k

2
k )z(p)mz(         (3) 

 

 Third moment is a measure of the skewness of 

the histogram. It is given by: 

 μ3(z)= 





1L

0k
k

3
k )z(p)mz(        (4) 

Entropy is a statistical measure of the disorder or 

randomness in a grayscale image which is given by: 

   

 Entropy= )z(plog)z(p k2k      

(5) 

GLCM is created by calculating how often a pixel with 

gray level value i occurs in a specific spatial relationship 

to a pixel with the value j.  It returns a value between 0 

and 1.  

 Homogeneity =
j,i ji1

)j,i(p        

(6) 

There are now total of 7 features which include two 
area calculations (exudates and blood vessels) and five 
texture features. 

G. Classification by SVM  
In this paper, Support Vector Machine (SVM) is used 

to classify the images into normal and abnormal. The 
images with lesions are abnormal and images without 
lesions are normal. 

The basic operation of binary SVM is by finding the 

hyper-plane that best separates vectors from both classes 

in feature space at the same time maximizing the distance 

from each class to the hyperplane. It includes both linear 

and nonlinear methods for this hyperplane creation [14]. If 

the two classes are linearly separable, SVM computes the 

optimal separating hyper-plane with the maximum margin 

by minimizing the objective function ║w║
2 
subject to: 

 

  ,1y)bwx( ii     (7) 

Since SVM is a linear classifier, it has it limitation 

when a non-linear classification is needed. To overcome 

this Kernel functions can be used as a solution to 

nonlinear boundaries problems [32]. 

SVM is a concept in statistics and computer science 

for a set of related supervised learning methods that 

analyze data and recognize patterns, used for 

classification for each given input, which of two possible 

classes forms the output, making the SVM a non-

probabilistic binary linear classifier. Given a set of 

training examples, each marked as belonging to one of 

two categories, an SVM training algorithm builds a 

model that assigns new examples into one category or the 

other. An SVM model is a representation of the examples 

as points in space, mapped so that the examples of the 

separate categories are divided by a clear gap that is as 

wide as possible. New examples are then mapped into 

that same space and predicted to belong to a category 

based on which side of the gap they fall on. 

IV. EXPERIMENTAL RESULTS 
 

To investigate the effectiveness of the proposed 
method, entire algorithm was run on all the datasets and 
results for exudates detection and Blood Vessels detection 
were collected. Time of MATLAB code for an image was 
15 seconds, using a PC with an Intel i3 Processor and 2 
GB RAM. 
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A. Performance Evaluation  
All the data bases are individually used for training 

and testing the classifier. The samples of each dataset are 

divided into 90% training and 10% for testing. Then the 

SVM classifier is trained with the training data set. Later 

each of the test data set of the corresponding database is 

tested with SVM classifier. To evaluate the performance 

of the system; performance measures such as sensitivity, 

specificity and accuracy are calculated. The terms used to 

measure the test performance are true positive (TP), true 

negative (TN), false positive (FP), false negative (FN) and 

total number of images (N). Table V shows the results 

obtained for each test set of individual databases.  

Table VI shows the performance comparison of the 

proposed method with the most related works in the 

literature [17], [33], [34]. It is worth notable that given 

approach was not only assesed on a larger dataset of 

retinal images (including 58 abnormal and 63 normal) but 

also generated performance metrics which is really 

competable with state-of-art in this area. 

   %100
FNTP

TP
(%)ySensitivit 


     (8) 

 
%100

FPTN

TN
(%)ySpecificit 




    (9)

 

%100
N

TNTP
(%)Accuracy 




  (10) 

TABLE V 

PERFORMANCE EVALUATION METRICS  

 

Author 
Sensitivity 

(%) 

Specificity 

(%) 

Accuracy 

(%) 

DRIVE 88.9 91.2 93 

STARE 86.4 91.7 93.5 

Average 87.65 91.45 93.5 

 

TABLE VI 

PERFORMANCE COMPARISON WITH EXISTING SYSTEMS  

 

Source 
Images 

Used 

Sensitivity 

(%) 

Specificity 

(%) 

Walter et al. [17] 30 100 88.6 

Sinthanayothin et 

al. [33] 
30 88.5 99.7 

Chutatape et al. [34] 35 100 71 

Proposed Method 121 87.65 91.45 

V. DISCUSSION AND CONCLUSION 
 

This paper explores methods for the purpose of 
detecting and classifying lesions. The out comings of all 
the performance analytics reveals that suggested technique 
really competes with the existing DR analysis methods. A 
possible reason for this is the novelty in the design of 
lesion detection algorithms that integrates well with SVM 
classifier. As SVM being a supervised classifier the 

drawback is the need for (manually) marked training 
information. But when working with autopsy relevant 
problems, performance is more important than time which 
is assured in our technique. Sturdiness and precision of 
the technique was calculated against ophthalmologist‘s 
hand-drawn ground-truth. All the results acquired are 
really motivating.  As a scope for future work the method 
can be expanded using multiclass SVM‘s and including 
more number of feature set in order to decrease the chance 
of fatalness. 
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