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Abstract: Mobile Ad Hoc Network (MANETs) consist of a collection of mobile nodes which can move freely. These nodes can be 

dynamically self-organized into arbitrary topology networks without a fixed infrastructure. MANETs are highly dynamic network 

because nodes may join and leave the network at any time. It has limited network capacity. Quality of Service routing in such 

networks is usually limited by the network breakage due to either energy depletion or node mobility of the mobile nodes. Mobi lity of 

nodes may cause frequent link breakages which lead to frequent path failures and route discoveries. The overhead of a route 

discovery cannot be neglected. In this paper we discussed a probabilistic rebroadcast for reducing routing overhead in a real -time 

MANET environment. 
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 INTRODUCTION 

A mobile ad-hoc network (MANET) is a self-configuring 

network of mobile routers (and associated hosts) connected 

by wireless links - the union of which form a random 

topology. The routers are free to move randomly and 

organize themselves at random; thus, the network's wireless 

topology may change rapidly and unpredictably. Such a 

network may operate in a standalone fashion, or may be 

connected to the larger Internet. Minimal configuration and 

quick deployment make ad hoc networks suitable for 

emergency situations like natural or human-induced 

disasters, military conflicts, emergency medical situations 

etc. 

The traditional routing protocols for MANETs 

undertakes set-up and maintain routes between nodes. 

The existing routing protocols may be categorized into 

Proactive and Reactive routing protocols. e.g. 

Destination Sequenced Distance Vector (DSDV) , 

Optimized Link State Routing (OLSR), Reactive / On-

demand, e.g. Ad hoc On-Demand Distance Vector 

routing protocol (AODV)[12], Dynamic Source Routing 

Protocol (DSR), Temporally Ordered Routing Algorithm 

(TORA) and Hybrid, e.g. Hybrid Ad hoc Routing 

Protocol (HARP) , Zone Routing Protocol (ZRP) 

attempt to provide only best effort delivery. Their target 

is limited to finding the minimum hops or the shortest 

paths[16].   

In MANETs continuously changing network topology 

causes link breakage and termination of end-to-end 

route. The routing protocols need to resolve the link 

failure prediction. In conventional on-demand routing 

protocols use flooding to discover a route to a particular 

destination. They broadcast a Route REQuest (RREQ) 

packet to its immediate neighbours, and the 

broadcasting induces excessive redundant 

retransmissions of RREQ packet and causes the 

broadcast storm problem [2], which leads to a huge 

number of packet collisions, especially in dense 

networks. Therefore, it is essential to optimize this 

broadcasting mechanism.  

Williams and Camp [3] The broadcasting protocols are 

classified into four classes. They are   “probability 

based methods, simple flooding, neighbour knowledge 

methods and area based methods”. The above four 

classes of broadcasting protocols, they showed that an 

increase in the number of nodes in a static network will 

degrade the performance of the probability based 

methods and area based methods. 

Kim et al. [4] indicates that the performance of 

neighbour knowledge methods is better than the area 

based ones, and the performance of area based methods 

is better than that of probability based ones. 

These problems put in force to design a simple, scalable, 

robust and energy efficient routing protocol for 

multicast environment. A multicast Ad hoc on- demand 

Distance Vector routing protocol (MAODV) establishes 

and maintains a shared multicast routing tree to deliver 

data from a source to receivers of a multicast group. 

 

 LITERATURE REVIEW 

In order to facilitate communication within the network, a 

routing protocol is used to discover routes between nodes. 

The primary goal of such an ad-hoc network routing 

protocol is correct and efficient route establishment between 
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a pair of nodes so that messages may be delivered in a 

timely manner. Route construction should be done with a 

minimum of overhead and bandwidth consumption. An Ad-

hoc routing protocol is a convention or standard that 

controls how nodes come to agree which way to route 

packets between computing devices in a MANET. In ad-hoc 

networks, nodes do not have a priori knowledge of topology 

of network around them, they have to discover it. The basic 

idea is that a new node announces its presence and listens to 

broadcast announcements from its neighbours. The node 

learns about new near nodes and ways to reach them, and 

announces that it can also reach those nodes. As time goes 

on, each node knows about all other nodes and one or more 

ways how to reach them. Recently, the issue of reducing the 

routing overhead associated with route discovery and 

maintenance in on demand routing protocols has attracted 

increasing attention[17]. 

Huang [9] proposed a methodology of dynamically adjust 

the Hello timer and  Timeout timer according to the 

conditions of the network. For example, in a high mobility 

network  it is desirable to use small values for the timers to 

quickly detect the changes in the network. On the other 

hand, in a low mobility network where the topology remains 

stable and with few changes, a large value for the timers is 

more effective to reduce the route overhead. In order to 

decide whether the mobility of the network is high or low, 

we use a simple way to approximate in real time of the link 

change rate. The reduction of the overhead is greatly 

achieved with the minimal cost of slightly increasing the 

drop rate in data traffic. While the packet loss increases 

around 1%, the overhead reduction reaches 40%.    

Aminu [10] proposed a rebroadcast probability function 

which takes into account about the value of the packet 

counter together with some key simulation parameters(i.e., 

network topology size, transmission range and number of 

nodes) to determine the appropriate rebroadcast probability 

for a given node. The rebroadcast probability of a node is 

computed   based   on   these    parameters. Compared to the 

other schemes,   simulation results   have revealed that 

counter Function achieved superior saved rebroadcast and 

end-to-end delay without sacrificing reach ability in medium 

and dense networks.  

 Ould-Khaoua [11] proposed two new probabilistic route 

discovery methods. They are Adjusted Probabilistic route 

discovery (AP) and Enhance Adjusted Probabilistic route 

discovery (EAP).This addresses the broadcast storm 

problem in the existing on-demand routing protocols. The 

forwarding probability is determined by taking into account 

about the local density of the sending node. In order to 

reduce the routing overhead without degrading the network 

throughput in dense networks, the forwarding probability of 

nodes located in sparse areas is set high while it is set low at 

nodes located in dense areas. EAP-AODV reduces overhead 

by 71% while APAODV reduces the overhead by 55%. 

 

 

 

MULTICAST AD-HOC ON-DEMAND DISTANCE 

VECTOR ROUTING PROTOCOL (MAODV) 

 

 

 

 

 

 

 

 

 

MAODV [8] is a multicast extension for AODV protocol. 

MAODV based on shared trees on-demand to connect 

multicast group members. MAODV has capability of 

unicast, broadcast, and multicast. MAODV protocol can be 

route information obtained when searching for multicast; it 

can also increase unicast routing knowledge and vice-versa. 

When a node wishes to join a multicast group or it has data 

to send to the group but does not has a route to that group, it 

originates a route request (RREQ) message. Only the 

members of the multicast group respond to the join RREQ. 

If an intermediate node receives a join RREQ for a multicast 

group of which it is not a member or it receives a route 

RREQ and it does not have a route to that group, it 

rebroadcast the RREQ to its neighbours. But if the RREQ is 

not a join request any node of the multicast group may 

respond.   

The multicasting technique is used to reducing the routing 

overhead and improve the routing performance. 

NEIGHBOUR COVERAGE BASED PROBABILISTIC 

REBROADCAST (NCPR) PROTOCOL 

This paper proposes neighbour coverage based probabilistic 

rebroadcast protocol [12] which combines both neighbour 

coverage and probabilistic methods. In order to effectively 

exploit the neighbor coverage knowledge, we need a novel 

rebroadcast delay to determine the rebroadcast order, and 

then we can obtain a more accurate additional coverage 

ratio. In order to keep the network connectivity and to 

reduce the redundant retransmissions, we need a metric 

named connectivity factor to determine how many 

neighbours should receive the RREQ packet [13]. After that, 

by combining the additional coverage ratio and the 

connectivity factor, we introduce rebroadcast probability, 

which can be used to reduce the number of rebroadcasts of 

the RREQ packet and to improve the routing performance.    

A.  Rebroadcast Delay: 

We proposed a scheme to calculate the rebroadcast delay. 

The rebroadcast delay is to determine the forwarding order. 

The node which has more common neighbors with the 

previous node has the lower delay. If this node rebroadcasts 

a packet, then more common neighbors will know this fact 

 

Fig. 3.1 Path Discovery in the MAODV Protocol. 

 

 



C.Dharanya et al, Journal of Global Research in Computer Science, 5 (1), January 2014, 3-7 

© JGRCS 2010, All Rights Reserved                                                                                                                                                                                                5 

[14]. Therefore, this rebroadcast delay enables the 

information about the nodes which have transmitted the 

packet to more neighbors, which is the key success for the 

proposed scheme.  When a node ni receives an RREQ 

packet from its previous node s, node s can use the 

neighbour list in the RREQ packet to estimate how many its 

neighbours have not been covered by the RREQ packet . If 

node ni has more neighbours uncovered by the RREQ 

packet from s, which means that if node ni rebroadcasts the 

RREQ packet, the RREQ packet can reach more additional 

neighbor nodes.   To sufficiently exploit the neighbor 

coverage knowledge, it should be disseminated as quickly as 

possible. When node s sends an RREQ packet, all its 

neighbours ni, i = 1, 2 …receive and process the RREQ 

packet. We assume that node nk has the largest number of 

common neighbors with node s, node nk has the lowest 

delay. Once node nk rebroadcasts the RREQ packet, there 

are more nodes to receive the RREQ, because node nk has 

the largest number of common neighbors. Node nk 

rebroadcasts the RREQ packet depends on its rebroadcast 

probability calculated in the next subsection. The objective 

of this rebroadcast delay is not to rebroadcast the RREQ 

packet to more nodes, but to disseminate the neighbour 

coverage knowledge more quickly. After determining the 

rebroadcast delay, the node can set its own timer.    

 

B.  Rebroadcast Probability:                                We 

also proposed a novel scheme to calculate the rebroadcast 

probability. The scheme considers the information about the 

uncovered neighbours, connectivity metric and local node 

density to calculate the rebroadcast probability. The 

rebroadcast probability is composed of two parts: a) 

additional coverage ratio, which is the ratio of the number of 

nodes that should be covered by a single broadcast to the 

total number of neighbours, and b) connectivity factor, 

which reflects the relationship of network connectivity and 

the number of neighbours of a given node. The node which 

has a larger rebroadcast delay may listen to RREQ packets 

from the nodes which have lowered one [13]. We do not 

need to adjust the rebroadcast delay because the rebroadcast 

delay is used to determine the order of disseminating 

neighbour coverage knowledge. When the timer of the 

rebroadcast delay of node ni expires, the node obtains the 

final uncovered neighbour set. The nodes belonging to the 

final uncovered neighbour set are the nodes that need to 

receive and process the RREQ packet. Note that, if a node 

does not sense any duplicate RREQ packets from its 

neighbourhood, its uncovered neighbour set is not changed, 

which is the initial uncovered neighbor set. Now we study 

how to use the final uncovered neighbour set to set the 

rebroadcast probability. The metric Ra indicates the ratio of 

the number of nodes that are additionally covered by this 

rebroadcast to the total number of neighbours of node ni. 

The nodes that are additionally covered need to receive and 

process the RREQ packet. As Ra becomes bigger, more 

nodes will be covered by this rebroadcast, and more nodes 

need to receive and process the RREQ packet, and, thus, the 

rebroadcast probability should be set to be higher.   Xue [3] 

derived that if each node connects to more than 5.1774 log n 

of its nearest neighbours, then the probability of the network 

being connected is approaching 1 as n increases, where n is 

the number of nodes in the network. Then we can use 

5.1774 log n as the connectivity metric of the network. We 

assume the ratio of the number of nodes that need to receive 

the RREQ packet to the total number of neighbors of node 

ni is Fc(ni).If the local node density is low, the parameter Fc 

increases the rebroadcast probability, and then increases the 

reliability of the NCPR in the sparse area. If the local node 

density is high, the parameter Fc could further decrease the 

rebroadcast probability, and then further increases the 

efficiency of NCPR in the dense area. Thus, the parameter 

Fc adds density adaptation to the rebroadcast probability.   

In this section, we calculate the rebroadcast delay and 

rebroadcast probability of the proposed protocol. We use the 

upstream coverage ratio of an RREQ packet received from 

the previous node to calculate the rebroadcast delay, and use 

the additional coverage ratio of the RREQ packet and the 

connectivity factor to calculate the rebroadcast probability in 

our protocol, which requires that each node needs its 1-hop 

neighbourhood information. 

 

C.  Algorithm Description:  

The formal description of the Neighbour Coverage based 

Probabilistic Rebroadcast (NCPR) for reducing routing 

overhead in route discovery is shown in algorithm [1]. 

Definitions:  

RREQv:  RREQ packet received from node v.  

Rv.id: the unique identifier (id) of RREQv. 

 N(u): Neighbour set of node u.  

U(u, x): Uncovered neighbours set of node u for RREQ 

whose id is x.  

Timer(u, x): Timer of node u for RREQ packet whose id is 

x.  

{Note that, in the actual implementation of NCPR protocol, 

every different RREQ needs a UCN set and a Timer.}   

 

1: if ni receives a new RREQs from s then  

2: {Compute initial uncovered neighbours set U(ni,Rs.id) for 

RREQs:}   

3: U(ni,Rs.id) = N(ni) − [N(ni) ∩ N(s)] − {s}  

 4: {Compute the rebroadcast delay Td(ni):}  

5: Tp(ni) = 1 −[|N(s)∩N(ni)|/  |N(s)|] 

 6: Td(ni) = MaxDelay × Tp(ni) 

 7: Set a Timer(ni,Rs.id) according to Td(ni)  

8: end if  

9:  

10: while ni receives a duplicate RREQj from nj before 

Timer(ni,Rs.id) expires do  

11: {Adjust U(ni,Rs.id):}   

12:U(ni,Rs.id)=(ni,Rs.id)−[U(ni,Rs.id)∩N(nj )] 

 13: discard(RREQj );  

14: end while 

 15:  

16: if Timer(ni,Rs.id) expires then  

17: {Compute the rebroadcast probability Pre(ni):}  

18: Ra(ni) = |U(ni,Rs.id)|/ |N(ni)|  

19: Fc(ni) = Nc/ |N(ni)| 

 20: Pre(ni) = Fc(ni) · Ra(ni)  

21: if Random(0,1) ≤ Pre(ni) then  

22: broadcast(RREQs) 

 23: else 

 24: discard(RREQs)  

25: end if 
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 26: end if 

  

 NCPR protocol needs Hello packets to obtain the 

neighbour information, and also needs to carry the 

neighbour list in the RREQ packet. Therefore, in our 

implementation, some techniques are used to reduce the 

overhead of Hello packets and neighbour list in the RREQ 

packet, which are described as follows: 

 • In order to reduce the overhead of Hello packets, we do 

not use periodical Hello mechanism. Since a node sending 

any broadcasting packets can inform its neighbours of its 

existence, the broadcasting packets such as RREQ and route 

error (RERR) can play a role of Hello packets. We use the 

following mechanism [15] to reduce the overhead of Hello 

packets: Only when the time elapsed from the last 

broadcasting packet (RREQ, RERR, or some other 

broadcasting packets) is greater than the value of 

HelloInterval, the node needs to send a Hello packet. The 

value of HelloInterval is equal to that of the original AODV. 

 • In order to reduce the overhead of neighbour list in the 

RREQ packet, each node needs to monitor the variation of 

its neighbour table and maintain a cache of the neighbour 

list in the received RREQ packet. We modify the RREQ 

header of AODV, and add a fixed field num neighbours 

which represents the size of neighbour list in the RREQ 

packet and following the num neighbours is the dynamic 

neighbour list. In the interval of two close followed sending 

or forwarding of RREQ packets, the neighbour table of any 

node ni has the following 3 cases:  

1) If the neighbour table of node ni adds at least one new 

neighbour nj , then node ni sets the num neighbours to a 

positive integer, which is the number of listed neighbours, 

and then fills its complete neighbour list after the num 

neighbours field in the RREQ packet. It is because that node 

nj may not have cached the neighbour information of node 

ni, and, thus, node nj needs the complete neighbour list of 

node ni;  

2) If the neighbour table of node ni deletes some neighbours, 

then node ni sets the num neighbours to a negative integer, 

which is the opposite number of the number of deleted 

neighbours, and then only needs to fill the deleted 

neighbours after the num neighbours field in the RREQ 

packet;  

3) If the neighbour table of node ni does not vary, node ni 

does not need to list its neighbours, and set the num 

neighbours to 0.  

The nodes which receive the RREQ packet from node ni can 

take their actions according to the value of num neighbours 

in the received RREQ packet:  

1) if the num neighbours is a positive integer, the node 

substitutes its neighbour cache of node ni according to the 

neighbour list in the received RREQ packet;  

2) if the num neighbours is a negative integer, the node 

updates its neighbour cache of node ni and deletes the 

deleted neighbours in the received RREQ packet;  

3) if the num neighbours is 0, the node does nothing. 

Because of the two cases 2 and 3, this technique can reduce 

the overhead of neighbour list listed in the RREQ packet. 

CONCLUSION 

In this paper a probabilistic rebroadcast protocol based on 

neighbour coverage to reduce the routing overhead in 

MANETs is discussed. This neighbour coverage knowledge 

includes additional coverage ratio and connectivity factor. 

We proposed a new scheme to dynamically calculate the 

rebroadcast delay, which is used to determine the 

forwarding order and more effectively exploit the neighbour 

coverage knowledge. Because of less redundant rebroadcast, 

the proposed protocol mitigates the network collision and 

contention, so as to increase the packet delivery ratio and 

decrease the average end-to-end delay. Finally multicasting 

is used to reduce the routing overhead and Quality of 

Service is maintained in MANETs. 
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