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ABSTRACT: We introduce a new Assessment model for nearest neighbour search keywords algorithm. The algorithm 
builds a nearest neighbour model. There are limited types of knowledge that can be assessed by multiple choice tests.  
In multiple choice questions a student can have simply select a random answer and still have a chance of receiving a 
mark for it. In a short answer question, the student types in a word or phrase or sentences in response to a question. The 
answer could be a word or a phrase, but it must match one of our acceptable keywords exactly. It’s a good idea to keep 
the required answer as short as possible to avoid missing a correct answer that's phrased differently. This feature allows 
a user to create, preview, and edit questions in a database of question categories. In this paper we are going to compare 
the entire template model produced by both training and testing phase. Measure the similarities between the two models 
and identify the quality and efficiency of the result using nearest neighbour keyword. The experimental results show 
what aspects are important for short answer question type classification in terms of both effectiveness and efficiency. 
We believe that the assessment model findings from this study will be useful in real-world student problems. 
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I. INTRODUCTION 
 

The simplest solution to the NNS problem is to compute the distance from the query point to every other point in the 
database, keeping track of the "best so far". Current research on queries based on the followings: nearest neighbor 
queries, range queries [1], and spatial joins [7], [6].We will discuss some of the existing method available for nearest-
neighbor (NN) search. Nearest neighbor (NN) retrieval, involve solely conditions on objects’ geometric properties. 
Today several trendy applications demand novel styles of queries that aim to seek out objects 
satisfying each an abstraction predicate, and a predicate on their associated texts. 
 
A. Linear search 

This algorithm, sometimes referred to as the naive approach, has a running time of O(Nd) where N is the 
cardinality of S and d is the dimensionality of M. There are no search data structures to maintain, so linear search has 
no space complexity beyond the storage of the database. Naive search can, on average, outperform space partitioning 
approaches on higher dimensional spaces. 
 

     B.   k-nearest neighbour 
K-nearest neighbor search identifies the top k nearest neighbors to the query. This technique is commonly used in 

predictive analytics to estimate or classify a point based on the consensus of its neighbors. K-nearest neighbor graphs 
are graphs in which every point is connected to its k nearest neighbors. 
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   C.  Approximate nearest neighbor 
In some applications it may be acceptable to retrieve a "good guess" of the nearest neighbor. In those cases, 

we can use an algorithm which doesn't guarantee to return the actual nearest neighbor in every case, in return for 
improved speed or memory savings. Often such an algorithm will find the nearest neighbor in a majority of cases, but 
this depends strongly on the dataset being queried. Algorithms that support the approximate nearest neighbor search 
include locality-sensitive hashing, best bin first and balanced box-decomposition tree based search. 

II. RELATED WORK 
 
 The Keyword search has been well studied for years due to its importance to commercial search engines. Various 

types of keyword queries have been proposed. These related works can be categorized from two phases first, we 
introduce the works with Training which requires the input documents’ associated with or contained in a query region. 
The query keywords contain a priority. The result documents are ranked based on certain criteria. The query processing 
contains two stages, Parsing and Frequency finder using Data Mining technique. The textual attribute is represented by 
a list of keywords stored in a Feature Matrix. After the textual parsing, second phase testing will take place to build an 
inverted list for each keywords and the query are inserted in the template model. To improve performance, S2I 
distinguishes between frequent and infrequent keywords. The model contains following modules. 

 
 
 
 

 

Fig:1  FNN Block Diagram phase1 
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Fig:2  FNN Block Diagram phase2 

A. Feature Matrix 
 

The table is essentially a map whose key is a keyword and the value contains a pair of fields. Our data file contains 
a sequence of fixed-size pages. Each page is parsed into a fixed number of slots, one slot for one query We discard the 
requirements of ranking order and page contiguity in inverted index so that different keyword cells in the same list can 
be stored in different pages and updated concurrently. 

 
B. Query Processing 

 
We first present the overview of the query processing algorithm. Then, we explain different parsing techniques 

based on Fast Nearest Neighbor. Since all the keywords follow the same mechanism, our query processing algorithm 
starts from the root adopts a top-down search strategy to access child cells. Each cell is a keyword. 

 
C. Experiment Evaluation 

 
In this section, we compare the performance of Training and testing phase of Fast Nearest Neighbor Block diagram 

[fig1]. We do not show experiment results of frequency finder other than to show little improvement in query 
processing performance to build the template model. All of the indexes were implemented in Java we sorted these 
queries based on the frequency of keywords.  

 
D. Training Phase 

 
1. Input     - type question and answer with keywords and store it in the direct access storage. 
2. Parsing - create Inverted index and stored separately in a file. It is used to separate the keywords from the answer    
                    typed by the user. 
3. FNN     - Identify the keyword and create a template model for each question answer using parser. 
 

E. Testing Phase 
 

1. Query                         – In this module the user has to select the question and type the answer in phrase or word  
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                                                       in response to a question. 
 

2. Parsing                          – this method used to separate the keywords from the answers typed by the user. 
3. FF (Frequency Finder) – This module used to identify the number of keywords in the answer are repeated and   

                                                        make a count for each keyword. 
4. Template module          - Create a template module for answer typed by the user and compare the keyword  

                                                        Matching. 
5. SMM                            - Similarities Measurement Module is used to find the similarities between the training   

                                        and testing template module keywords.  
 

III.   LITERATURE WORK PRILIMINARIES 
 
There is much evidence to show that assessment is the driving force behind student learning (Beevers et al (1991), 

Brown et al (1997)).[14] [15]. It is increasingly the case that students are becoming ever more strategic in their study 
habits and they are reluctant to undertake work which does not count towards their final grade. The method of 
assessment is classified into 
• Diagnostic assessment --- tests which aim to determine a student's prior knowledge of a subject area or preparedness   
                                            for a course of study;  

       • Self-assessment --- tests which show students whether they understand particular concepts and terminology where  
                                         feedback is given but results are not recorded;  
      • Formative assessment --- an assessment for which the primary purpose is to promote learning by providing feedback,     
                                                 but which does not count towards the final mark or grade though marks may be recorded for   
                                                 information only or to bring the teacher into the process; and  
       • Summative assessment --- assessments which count towards the final mark or grade.  

 
Currently the best solution to such queries is based on the IR2-tree, which, as shown in this project, has a few 

deficiencies that seriously impact its efficiency. Motivated by this, we develop a new access method called the spatial 
inverted index that extends the conventional inverted index to cope with multidimensional data, and comes with 
algorithms that can answer nearest neighbor queries with keywords in real time. 

 
A. Hamming Distance 

 
In information theory, the Hamming distance between two strings of equal length is the number of positions at which 

the corresponding symbols are different.  
 

 
 

Red path has a hamming distance of 3(100 requires all 3 bits changed to get to 011) 
Blue path has a hamming distance of 2(010 requires all 2 bits changed to get to 111). 
 
 
 



         
       ISSN(Online): 2320-9801 
         ISSN (Print):  2320-9798                                                                                                                         

                                                                                                               
 

International Journal of Innovative Research in Computer  
and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

Vol. 2, Issue 2, February 2014 
 

Copyright to IJIRCCE                                                                      www.ijircce.com                                                                      3161          
 

 

B. IR2 Tree 
 

In the past years, the keyword search is used in relational databases. It is until recently that attention was 
diverted to multidimensional data [3], [4]. The best method for nearest neighbor search with keywords is R-tree [2], a 
popular spatial index, and Signature file [2], an effective method for keyword-based document retrieval. By doing so 
they develop a structure called the IR2 -tree [3], which has the strengths of both R-trees and Signature files. Like R-
trees, the IR2 -tree preserves objects spatial proximity, which is the key to solving spatial queries efficiently. On the 
other hand, like signature files the IR2 -tree is able to filter a considerable portion of the objects that do not contain all 
the query keywords, thus significantly  reducing the number of objects to be examined. 
The IR2 -tree is an R-tree where each (leaf or non leaf) entry E is augmented with a signature that summarizes the 
union of the texts of the objects in the sub tree of E. On conventional R-trees, the best - first algorithm is a well-known 
solution to NN search. 
 
 

C. Drawbacks of the IR2 –Tree 
 
The IR2 -tree is the first access method for answering NN queries with keywords. As with many pioneering 

solutions, the IR2 -tree also has a few drawbacks that affect its efficiency. The most serious one of all is that the 
number of false hits can be really large when the object of the final result is far away from the query point, or the result 
is simply empty. A serious drawback of the R-tree approach is its space cost. Notice that a point needs to be duplicated 
once for every word in its text description, resulting in very expensive space consumption. 

IV. EXPERIMENTS AND RESULTS 
Table1 Subject : Database Management 

 
QNO Question Answer Keywords 

1 Define database 
management system?  
 

Database management 
system (DBMS) is a 
collection of interrelated 
data and a set of programs 
to access those data. 

Interrelated, Data, set, 
programs. 
 

2 Define instance and 
schema? 

Instance: Collection of 
data stored in the data 
base at a particular 
moment is called an 
Instance of the database.  
Schema: The overall 
design of the data base is 
called the data base 
schema. 
 

collection , data, database, 
overall, design, Structure. 
 

 
Sample Coding for Parsing: 
 
   The user enters text into a search box. This class is used to parse that text into specific keywords (or tokens). It 
eliminates common words, and allows for the quoting of text, using double quotes. Strings in Java can be parsed using 
the split method of the String class.  
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Input: Define Database Management System. 
 
String answer = " Collection of Interrelated Data or set of programs "; 
String delims = "[ ]+"; 
String[] tokens = answer. Split(delims); 
 
Output (keywords):    collection, of ,Interrelated, data ,or, set , of, programs 
 

V. CONCLUSION 
 

This paper is the first work on short question type classification. We also study the usefulness of several components of 
questions in different subject representations. The main conclusion that I want to represent from the discussion in this 
paper is that the accuracy and efficiency of keyword measure, which we can try to solve in different ways but which 
always requires a text parsing methods. Inverted files are used to index text. The indices are appropriate when the text 
collection is large and semi-static. If the text collection is volatile online searching is the only option. Some techniques 
combine online and indexed searching. Most of the data structures and techniques proposed since the initial inception 
of the NNS problem have not been extensively compared with each other, making it hard to gauge their relative 
performance. Our approaches obtain the best results in terms of the trade-off between accuracy and keyword. We have 
reported some new findings from our experimental study, and the results reported in this paper could have attracted the 
attention of student community. 
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