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ABSTRACT: Virtual Machine is a software implementation of a computing environment in which operating system 

can be installed & run. By combining the concept of volunteer computing with cloud architectures, we can build self 

organizing clouds (SOC). It gathers unused resources over internet. Here each participant can act as both resource 

provider and requester. Fully distributed, Virtual Machine multiplexing resource allocation scheme is used to manage 

decentralized resources. Proportional share model aims at providing maximized resource utilization and optimal 

execution efficiency. Pointer-Gossiping CAN (PG-CAN) is used to locate qualified nodes with minimum contention. 

Existing solutions produces heavy weight query messages per tasks. These messages will utilize large amount of 

resources for computation. The above algorithms along with PG-CAN set up are used in order to produce light weight 

queries per task in our SOC. This set up can produce an improvement in system output by 15-60 percent than peer to 

peer model which was used earlier. 
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I. INTRODUCTION 

 Cloud computing is an internet based computing where infinite numbers of computers are coupled to a cloud server. 

It has the potential to transform large part of IT industry making software even more attractive as a service and has the 

capability to change, the way hardware is designed. Its main objective is to gain the efficiency of the shared resources. 

Cloud resources are shared by multiple users. It can be reallocated as per demand.  

 
                                                    

 Figure 1: Architecture of Cloud Computing 
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        Cloud computing consists of three elementary service models: 1) platform as a service, 2) infrastructure as a 

service   3) software as a service. 

 

 

 

                                                                          Figure 2:  Service Models           

                                                                                

    Software as a Service helps the application to be provided as a service for the customers across the internet. Here 

the cloud provider builds in and operates the application software in cloud and this could be used by the customers 

according to their needs. It reduces the burden of software maintenance and support. Some of its examples are human 

resources, financial planning etc. Platform as a Service offers services like storage and database. Some of its 

advantages are security, reliability, scalability etc. Google Application Engine is an example of Platform as a Service 

.Infrastructure as a Service offers services like VM disk image library, firewalls, IP Address, VLANs etc.  

 

    There are four main types of deployment models in cloud computing: 1) private cloud 2) public cloud 3) 

community cloud and 4) hybrid cloud [1]. In public cloud, resources can be shared between organizations for 

maximum cost efficiency. Data confidentiality and security will be very high in private clouds. In community clouds, 

infrastructure is shared between several organizations with common interest. Hybrid cloud is a combination of at least 

one private cloud and one public cloud. Government Organizations is an example of community cloud. Some of the 

characteristics of cloud computing are security, virtualization, reliability, performance, device and location 

independence etc.  

 

    Most of these Cloud platform architectures support simple keyword- based requests and can’t response complex 

queries efficiently .It occurs mainly due to the lack of efficiency in multi-attribute index techniques. Existing Cloud 

platform providers therefore improved the performance of indexing techniques for complex requests. Multi-attribute 

indexing schemes had been proposed for Cloud platform to manage the huge and variety data to address the complex 

queries efficiently. Main issues in cloud computing are Security, performance, Data and reliability. Here I am focussing 

on mainly performance issues in cloud computing. 

 

The rest of the paper is organized as follows: Chapter 2 explains the related works, Chapter 3 gives a detailed 

presentation about the optimization of multi attribute resources in SOC. Chapter 4 gives the performance evaluation 

and chapter 5 tells conclusion. 
 

                                                                                II. RELATED WORKS 

Cloud Computing, is one of the most trending technologies in today’s world. It has the capability to transform a 

large part of the IT industry which makes the software more attractive a service. Today Developers do not require the 
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large capital to operate their tasks. Large numbers of computers are connected by a high speed network. Users access 

the sites provided by the cloud environment through public Internet. Cloud server has the capability to provide both 

applications and hardware systems. Here applications are provided as a service. Utility Computing is a type of 

computing which packages different computer resources and sells them according to users demand. It will be preferable 

for them to run a Private Cloud. Cloud computing use the concept of pay-for-use licensing model to match the users 

demand. Infrastructures Software is running on VMs. Examples of Cloud Computing vendors are Amazon Web 

Services, Microsoft Azure, Google Application Engine etc. They provide Computation model (VM), Storage model 

and Networking model. 

 

       Some of the obstacles that had been faced during the growth cloud computing are availability of service, data 

confidentiality, performance unpredictability etc. Lack of availability of services can be solved by using multiple cloud 

providers. Data confidentiality can be tackled by the method of encryption and firewalls.  Performance Unpredictability 

can be reduced by VM Support and Flash Memory. Software licensing problem can be avoided by using pay- for- use 

licensing model. There are various factors which really influences these companies to become cloud providers. Some of 

the reasons are that it enables them to earn lot of money easily. Another reason is that it provides maximum advantage 

for their investment.  

 

           Some of the latest Technology trends that had been described in this paper are that Amazon Web Services 

began to provide pay-as-you-go computing with no contract i.e. all customers need is a credit card facility only. A 

second development was selling hardware-level virtual machines, granting consumers to prefer their own software 

requirement without disturbing each other while sharing the same hardware and thereby reducing costs to much extend 

[1]. 

      The Content Addressable Network (CAN) is a distributed peer to peer infrastructure which provides Hash Table 

Functionality on Internet.CAN node maintains routing Table which holds IP Address and virtual coordinate zones of its 

neighbouring nodes. When a node routes a message towards its destination point it first determine which neighbouring 

node is closest to its destination point. Then it will search for that particular node’s IP Address through routing 

table[13,15]. Hash Table plays a major role in today’s software systems. It maps key onto values. The CAN is scalable, 

fault-tolerant and completely self-organized. The best examples of current Internet systems that could be improved by 

CAN are peer to-peer file sharing systems such as Napster and Gnutella. In these systems, files are stored at the peers 

and are transferred directly between them. This paper mainly focuses on the design of CAN. The basic operations 

performed on a CAN are the insertion, lookup and deletion of (key, value) pairs [6, 9 and 11]. 

 

       CAN consist of numerous individual nodes. Each node stores a chunk (called a zone) of the entire hash table and 

also holds information about neighboring zones in the table. Requests for a particular key are routed by intermediate 

CAN towards the CAN node whose zone contains it.   Our CAN design is completely distributed and are scalable and 

fault tolerant too. This design is implemented completely at the application level [9, 12].  

 

       The three main features of this design are: CAN routing, CAN construction, CAN maintenance etc. CAN node 

maintain coordinate routing table which contains IP address and virtual coordinate zone of its neighbors in the 

coordinate space. Here routing takes place in a straight line path from source to destination in Cartesian space. The 

whole CAN is divided into nodes.CAN grows simultaneously when a new node is joined to the system. This can be 

implemented by the process of node splitting. It consists of three processes: 

 1. The new node must find a node already in the CAN. 

 2. With the help of CAN routing mechanisms, it must find a node whose zone can be split. 

 3. The neighbours of this zone must be notified so that routing process can include the new node. 

           When a node leaves the CAN, its zone must be occupied by its neighboring nodes. If it forms a valid single 

zone, then it is fine. Otherwise we have to reconsider other neighboring nodes with less zone space. The CAN also 

needs to be strong from node or network failures. During this situation one or more nodes become unreachable. This 

can be solved by using takeover algorithm. The delayed absence of an update message from that particular neighboring 

node indicates its failure. Path length, latency, hash table availability are some of the parameters used to evaluate 

system performance.  
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 Some of the design improvements described in this paper are multidimensional co-ordinate space, multiple hash 

functions [2]. 

         The difficulties in allocating shared resources among multiple users can be realized by using proportional-share 

market mechanism. Here each user divides his budget and receives a small part of required resources relative to his bid. 

We use resource allocation game under this mechanism to revise the efficiency and fairness of the equilibrium in this 

game. Usually, the sharing is completed through first come first serve and round-robin time sharing policies. However 

it does not have capability to express the priority of their tasks [18, 20]. 

 

    Another method for allocating resources to   systems is to use market-based approach.  In this approach, users put 

forward bids for resources, and are owed according to some pre-defined resource allocation mechanisms. We explore 

the efficiency and fairness of the proportional-share allocation mechanism, by considering the linear utility function 

model. Utility function is weighted sum of tiny proportions, users receive from resources. Each user tries to achieve 

most of utility functions by dividing the budget cleverly. Main results that had been provided in this paper are survival 

of Nash Equilibria, design of algorithms to amplify utility, simulation results for efficiency and fairness. Best response 

algorithm and local greedy adjustment algorithm helps to increase the utility of corresponding users [3]. 

 

        Virtualization plays a major role in cloud computing. At the beginning itself, each VM is provided with specific 

amount of computing resources. Resource provisioning relates to allocating resources to VMs to perform their 

corresponding tasks. Efficient resource provisioning can be attained by two processes: (1) Static resource provisioning. 

(2) Dynamic resource provisioning. 

 

        In static resource provisioning, VMs are created with precise size and are build up onto a set of physical 

servers. Here VM capacity cannot be modified .But comparing with the case of dynamic resource provisioning, VM 

capacity can be tuned in accordance to workload variations. Static provisioning is implemented at basic stage of 

capacity planning [17, 18]. VM sizing is the most fundamental step in both of these resource provisioning. It specifies 

evaluation of the amount of resources that have to be allocated to VM. Some of the popular methods were VM-by-VM 

basis and Joint-VM provisioning method. In VM-by-VM basis, each VM has expected size based on workload pattern. 

Multiple VMs are joined together to form joint VM. It is based on assessment of combined capacity needs. Main results 

of this paper are: SLA (service level agreement) model that maps application routine requirements to resource claim 

requirements, VM selection algorithm that explores to find those VMs with the majority consistent demand patterns. It 

will provide high capacity investments etc. [4] 

 

III. OPTIMIZATION IN SELF ORGANIZING CLOUDS 

 

      Cloud computing focus on allocation of resources to match the needs of users demand over the network. Most of 

the cloud architectures, which are built on top of a centralized architecture, may suffer from several problems like 

denial-of-service (DoS) attacks, limited availability of computational resources etc. So we use the concept of self 

organizing clouds. They are mainly used to gather the unused resources over the internet. Here each participants act as 

both resource requestor and resource provider. They can locate nodes with required resources. 

 

 Here two issues are considered: 1) Multi attribute range query problem. 2) Optimization of task’s execution 

problem. We propose dynamic optimal proportional-share (DOPS) by combining it with proportional share model. To 

locate the qualified nodes in SOC, we use pointer gossiping CAN. They are mainly used to locate the qualified nodes 

with minimum contention. Therefore in order to establish this setup, we have to first create cloud environment [21]. 

Here large number of computers is connected by a high speed network. Users can access the sites hosted by the cloud 

environment. Multiple cloud users can request number of cloud services simultaneously [4, 17]. 

 

  When a task is submitted with expected resource vector and weight vector of that submitted task we have to find 

out two major issues: 1) How to locate a qualified nodes for executing their task 2) How to optimize task’s execution 

time. Optimal resource allocation takes place if it satisfies two conditions: 1) the product of price vector and expected 
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resource vector should be less than the budget. 2) Expected resource vector should be less than or equal to the available 

resource vector. Optimal solutions must satisfy Karush-Kuhn-Tucker (KKT) conditions [5, 3]. In order to solve the 

simultaneous equations and inequalities two traditional methods were used: 1) brute-force method 2) Interior point 

method. Brute Force method is randomly selecting an input to get an output. No specific criteria will be needed for 

selecting them. Interior point method is the process of collecting information and trying to get required output on its 

basis.  

 

      Main aim of Optimal Proportional-share Allocation is to redistribute the available resources which are already used 

by the running tasks. It consists of two main procedures: 1) Slice Handler 2) Event Handler. In slice handler, resources 

are reallocated periodically, so that running task can attain additional resources according to their demand. In Event 

Handler, resources are redistributed on the basis of certain criteria’s such as task arrival and task completion.  Here 

even if additional resources are there, they cannot be re allocated till the end of task completion.  

 

  Pointer-Gossiping CAN helps to allocate the task to free c.p.u with minimum contention. Here we use content 

addressable network (CAN) as the distributed hash table (DHT) overlay to provide multidimensional feature. It consists 

of two algorithms: 1) Pointer-sender: When the extra resources are free in a particular node, it will be propagated in 

backward direction to notify the presence of resources to other nodes. 2) Pointer-Relay: It can be explained as reply 

from the nodes explained above i.e. the reply from these nodes in downward direction to other nodes. 

  

                                                                          IV. PERFORMANCE    EVALUATION  

 

           Here all the proposed approaches are evaluated to compare the performance of all approaches. We analyse our 

proposed scheme in terms of simulation time and total allocation. Based on the comparison and the results from the 

experiment we can state that proposed approach works better than the other existing system. Proportional-share 

scheduler is used to multiplex c.p.u resources among virtual machines. It will be implemented according to Xen’s 

credit-scheduler. We use PeerSim to implement PG-CAN Setup. Hardware Configuration of each node is chosen 

without conscious decision, according to system parameters like number of nodes, number of processors per node, 

computation rate per processor, I/O speed per node, memory size per node etc. we can derive min_ capacity and max 

_capacity at each resource dimension.  

 

       We will compare execution efficiency of SOC to P2P desktop Grid to compare the efficiency of DOPS algorithm. 

We also consider different types of resource demand such as CPU, disk speed, network, memory size and disk space. 

Later we will compare PG-CAN with hopping manner and spreading manner to our existing solutions. The final output 

is that we can produce efficient resource allocation and optimal execution time. 

                                                                          V. CONCLUSION 

 

    Main achievements that can be developed are: Task’s resources are designated according to limits of user’s 

budget, Maximum resource application, Usage of light weight queries, less chance of contention etc. My future work is 

to adaptively schedule multi attribute resources in self organizing clouds with a suitable algorithm so that any number 

of tasks can be resolved. 
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