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ABSTRACT:An image stitching is a method of combining multiple overlapping images of the same scene into a larger 

image without loss of information. Literature shows the use of various corner detection algorithms in image stitching. 

The most widely used are Harris corner detection method and SIFTS (Scale Invariant Feature Transform) method. In 

this paper, a comparative study is done forHarris corner detection algorithm and SIFT algorithm in image stitching 

using similarity matrix matching scheme. Total 30 pairs of different images have been used for simulation and 

comparison. The algorithms have been compared with respect to number of corner detected, number of matching pairs 

and matching time. From the simulation results it has been observed that SIFT corner detection method is more 

efficient in image stitching.  
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I.  INTRODUCTIO N  

 

Image stitching is a sub branch of computer vision. It basically combines two or more different images to form one 

single image that is panorama. The word panorama is derived from the Greek words „p an‟ and „horama‟. „Pan‟ means 

everything and „horama‟ means to view, and thus it means all round view. Panorama images can be creat ed in a variety 

of ways, from the first round painting in the 18
th

 and 19
th

 centuries. The aim of stitching is to increase image resolution 

as well as the field of v iew; people used image stitching technology in topographic mapping. A topographic map is a 

type of map characterized by large-scale detail and quantitative representation of relief, using contour lines . 

 

Typically, a camera is capable of taking pictures within the scope of its view only; it cannot take a large p icture with all 

the details fitted in one single frame [2]. Panoramic imaging resolves this problem by combin ing images taken from 

different sources into a single image. Such images are useful for surveillance applications, video summarizat ion, 

remote sensing etc. Image stitching algorithms create the high resolution photo mosaics used to produce today's digital 

maps and satellite photos. Creating high resolution images by combining smaller images are popular since the 

beginning of the photography.  

 

To stitch images and form a panoramic image, the similarity of overlapping regions among adjacent images needs to be 

calculated in the first place.Intensity-based algorithms usually involve a large amount of computation and therefore are 

not appropriate for image alignment when there is image ro tation and scaling. On the other hand, algorithms based on 

frequency-domain are in general faster and can handle well s mall translation, rotation, and scaling. Unfortunately, the 

performance of frequency domain-based algorithms will be degraded when dealing with scenarios where smaller 

overlapping regions exist. Feature-based algorithms utilize a small number of invariant points, lines, or edges to align 

images. One significant advantage of these algorithms is that the computational complexity will be reduced due to less 

informat ion that needs to be processed. Additionally, feature-based algorithms are robust to changes in image intensity. 

However, there is one serious issue identified for many existing algorithms. Most of these algorithms make use of an 

exhaustive search that is based on template matching. As a result, the computation, although already decreased to some 

extent, is still intensive, which does not meet the real-t ime requirement usually found in panorama stitching [1].  

 

In this paper we present two corner detection algorithms namely Harris corner detection algorithm and SIFT corner 

detectionalgorithm. We first detect corner of the input images, then perform image stitching by matching the corner 
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points. This is done by calculating similarity matrix for each corner point. The image stitching process consists of three 

steps;first, filter out large numbers of candidate corners according to their position informat ion  using Harris and SIFT 

algorithm. Then, generate an initial set of matching-corner pairs based on gray scales of each corner‟s adjacent regions. 

Finally, combine the two images to get one single stitched image.  

 

II. LITERATURE SURVEY 

 

Over the period of last several years, many approaches have been proposed for image stitching. 

 

Intensity based matching involves computation of similarity criteria like Sum of Squared Distances (SSD), correlation 

etc. These methods are capable of identifying the overlapping region in images which vary only by translation. If the 

images are subjected to complex geometric variations, these methods fail to capture the overlapping part of the scene in 

the source and target images [3].  

 

Segmentation based methods are tried to determine the matching region from a pair of images. It consists of various 

methods working with grayscale and color images [4]. Segmentation algorithms generally classify the images based on 

histogram thresholding, fuzzy based approach, and region based approach etc. Histogram based methods ident ify the 

peaks and valleys in the image [5]. Though this method works fine for simple images, it  fails when the input images 

vary by rotation or other complex transformations.  

 

Another approach for matching reg ion estimation is to operate the images in the  frequency domain. Phase correlation 

method was employed to determine the overlapping region in [6]. These methods consider the properties of the cross 

power spectrum between the images. But it imposes a huge computational burden as computation has to be repeatedly 

performed at each pixel of the image.  

 

Feature based methods identifies typical features from each image. These features are not affected by camera‟s 

perspective [7]. The d iscriminatingfeatures in the image include edge, corner, ridges etc. Featu re based methods have 

gone through rapid development. Such methods include SUSAN detector [8], HARRIS corner detector [10] for feature 

extraction from images. 

 

Shift Invariant Feature Transform (SIFT) is an efficient feature ext raction algorithm for co lor images. These features 

are invariant to geometric transformat ions [11]. Many works were carried out using SIFT features for stitching the 

images. Though it gives good accuracy, it generates thousands of features for one image. Hence it imposes a huge 

computational burden. 

 

Speeded-Up Robust Features (SURF) is another efficient invariant feature extraction algorithm and it is in wide use in 

many applications [3]. It p rovides a good balance between feature complexity and robustness to common deformations.  

 

A research on feature-based image mosaic algorithm was given in [15]. It claims that SIFT is stable against rotation and 

scale variations, but it is very slow in computation. On the other hand, SURF functions are faster and with performance 

as good as SIFT [17]. 

 

III. METHO DO LOGY 

 

 For stitching two images we need to detect the corners of each image. For corner detection we are using Harris 

corner detector and SIFT which is explained below in section A and B respectively.  

A. Harris Corner Detector 

 Harris corner detection algorithm [6] was proposed by Harris C and Stephens MJ in the year 1988. It is an 

algorithm based on still image used for combined corner and edge detector. Reasonable amount of corner features are 

extracted which gives a better quantitative measurement by using a stable operator. A local detecting window in image 

is designed. The average variation in intensity is determined by shifting the window by a small amount in different 

direction. The centre point of the window is extracted as corner point. The point can be recognized easily by looking at 

the intensity values within a small window. Shifting the window in any direction gives a large change in appearance. 
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Harris corner detector is used for detecting corners. On shifting the window if it ‟s a fla t region than it will show no 

change of intensity in all d irection. If an edge region is found than it will show no change of intensity along the edge 

direction. But if a corner is found than there will be a significant change of intensity in all direct ion s. Harris corner 

detector gives a mathematical approach for determining the region is flat, edge or corner. Harris corner technique 

detects more features and it is rotational invariant and scale variant. To extract corner can give prominence to the 

important informat ion. Those can be described by equation below. 

 

𝐸 𝑢, 𝑣 =  𝑤 𝑥 , 𝑦 [𝐼 𝑥 + 𝑢, 𝑦 +  𝑣 𝐼 𝑥 , 𝑦 ]2
𝑥 ,𝑦              (1) 

 

Where, 

 E is the difference between the original and the moved window.  

 u is the window‟s displacement in the x direction . 

 v is the window‟s displacement in the y direction . 

 w(x, y ) is the window at position (x, y). This acts like a mask. Ensuring that only the desired window is used. 

 I is the intensity of the image at a position (x, y) . 

 I(x+ u, y+ v) is the intensity of the moved window. 

 I(x, y) is the intensity of the original. 

 

We‟ve looking for windows that produce a large E value. To do that, we need to high values of the terms inside the 

square brackets. We expand this term using the Taylor series.  

 

𝐸 𝑢, 𝑣 =   𝐼(𝑥, 𝑦 + 𝑢𝐼𝑥 + 𝑣𝐼𝑦 − 𝐼 𝑥 , 𝑦 ]2
𝑥 ,𝑦 (2) 

 

We tucked up this equation into matrix form 

 

𝐸 𝑢, 𝑣 =  𝑢 𝑣    
𝐼𝑥

2 𝐼𝑥𝐼𝑦
𝐼𝑥𝐼𝑦 𝐼𝑦

2
   

𝑢
𝑣
 (3) 

 

After that rename the summed-matrix, and put it to be M: 

 

M =  𝑤(𝑥, 𝑦)  
𝐼𝑥

2 𝐼𝑥𝐼𝑦
𝐼𝑥𝐼𝑦 𝐼𝑦

2
 (4) 

 

Harris corner can be defined as the maximum in local area by the following formula: 

 

R =  Det(M) –  k Trace (M)2  (5) 
 

Where,  

Det (M) = λ1λ2  (6) 

 

Trace  M =  λ1 + λ2      (7)  

 

B. SIFT descriptor 

 SIFT [4] was first presented by David G Lowe in 1999. SIFT algorithm is very invariant and robust for feature 

matching with scaling, rotation, or affine transformation. We utilize SIFT feature points to find correspondent points of 

two sequence images. The SIFT algorithm is  described through these main steps: scale space extrema detection, 

accuratekeypoint localization, orientation assignment and keypoint descriptor. 

 

1) Scale space extrema detection 

 First, we build the pyramid of image by continuous smooth with Gaussian mask. DoG (Difference of 

Gaussian) pyramid of the image will be obtained by subtraction adjacent smoothed images. By comparing each pixel of 

current scale with upper and lower scales in the region 3x3, i.e. 26 pixels, we can find the maximum or min imum value 
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among them. These points are also considered as candidate of keypoint. The equations b elow will be used to describe 

Gaussian function, scale space and DoG. 

 

𝐺 𝑥 , 𝑦, 𝜎 =  
1

2𝜋𝜎2 𝑒−(𝑥2 +𝑦2)/2𝜎2
(8) 

 

𝐿 𝑥 , 𝑦, 𝜎 = 𝐺 𝑥 , 𝑦, 𝜎 ∗ 𝐼(𝑥, 𝑦)(9) 

 

Where * is the convolution operation in x and y.  

 

𝐷 𝑥 , 𝑦,𝜎 = (𝐺 𝑥 , 𝑦, 𝑘𝜎 − 𝐺 𝑥 , 𝑦, 𝜎 ∗ 𝐼 𝑥 , 𝑦  

= 𝐿 𝑥 , 𝑦, 𝑘𝜎 − 𝐿(𝑥 , 𝑦, 𝜎)  (10) 

2) Accurate keypoint localization 

 The initial result of this algorithm, considers keypoint location is at the central of sample point. However this 

is not the correct maximum location of keypoint then we need a 3D quadratic function to fit the local sample points to 

determine the true location, i.e. sub-pixel accuracy level of maximum value. Taylor expansion of the scale space 

function is shifted so the original is at the sample point. 

 

𝐷 𝑥 = 𝐷 +
𝜕𝐷𝑟

𝜕𝑥
𝑥 +

1

2
𝑥𝑇 𝜕2𝐷

𝜕𝑥2 𝑥(11) 

 

Where Dand its derivatives are evaluated at the sample point and x = (x, y, σ)
T
is the offset from this point. The location 

of the extremum,x̂, is determined by taking the derivative o f this function with respect to xand setting it to zero, g iving 

 

x = −
𝜕2𝐷−1

𝜕𝑥2

𝜕𝐷

𝜕𝑥
(12) 

 

The next stage attempts to eliminate some unstable points from the candidate list of key points by finding those that 

have low contrast or are poorly localized on an edge. For low contrast point finding, we evaluateD(x ) value with 

threshold. By substituting two equations above, we have:  x̂ 

 

𝐷 x  = D +
1

2

𝜕𝐷−1

𝜕𝑥
x̂(13) 

 

 If the value of D(x̂) is below a threshold, this point will be excluded.  

 To eliminate poorly localized extrema  we use the fact that in these cases there is a large princip le curvature 

across the edge but a small curvature in the perpendicular d irection in the difference of Gaussian function. A 2x2 

Hessian matrix, H, computed at the location and scale of the key po int is used to find the curvature. With these 

formulas, the ratio  of principle curvature can be checked efficiently.  

 

𝐻 =  
𝐷𝑥𝑥 𝐷𝑥𝑦

𝐷𝑥𝑦 𝐷𝑦𝑦
 (14) 

 
(𝐷𝑥𝑥 +𝐷𝑦𝑦 )2

𝐷𝑥𝑥 𝐷𝑦𝑦 −(𝐷𝑥𝑦 )2 <
(𝑟+1 )2

𝑟
(15) 

 

So if inequality (15) fails, the keypoint is removed from the candidate list.  

 

3) Key points orientation assignment 

 Each key point is assign with consistent orientation based on local image properties so that the descriptor has a 

character of rotation invariance. This step can be described by two equations below: 

 

𝑚(𝑥, 𝑦) =  (𝐿 𝑥 + 1, 𝑦 − 𝐿(𝑥 − 1, 𝑦))2 + (𝐿 𝑥 , 𝑦 + 1 − 𝐿(𝑥, 𝑦 − 1))2(16) 
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Θ x, y = tan −1  
𝐿 𝑥,𝑦+1 −𝐿(𝑥 ,𝑦−1)

𝐿 𝑥+1,𝑦 −𝐿(𝑥−1,𝑦)
 (17) 

 

Two above equation are the gradient magnitude and theorientation of pixel (x, y) at its scale L(x, y ). In actual 

calculation, a gradient histogram is formed from the gradient orientations of sample points  within a region around the 

key point. The orientation histogram has 36 bins covering the 360 degree range of orientations, so each 10
0
represents a 

direction, so there are 36 d irections in all. Each sample added to the histogram is weighted by its gradient magnitude 

and by a Gaussian-weighted circular window with σ that is 1.5 times that of the scale of the keypoint. The highest peak 

in the histogram is detected and then any other local peaks have 80% of the highest peak value is used to create a 

keypoint with that orientation as the dominant direction of the key point. One keypoint can have more than one 

direction. 

 

4) Key point descriptor 

 The repeatable local 2D coordinate system in the previous assigned image with location, scale and orientation 

are used to describe image reg ion which is invariant with these parameters. In this step, descriptor of keypoint will 

becomputed. Each keypoint will be described by a 16x16 reg ion around. Then in each of the 4x4 subregion, calculate 

the histograms with 8 orientation bins. After accumulation, the gradient magnitudes of the 4x4 region to the orientation 

histograms, we can create a seed point; each seed point is an 

8-demensional vector, so a descriptor contains 16x16x8 elements in total. 

 Now, after corner detection a similarity matrix is generated to find the similar corn ers of the two images, 

which isexp lained below in section C.  

C. Estimation of geometric transformation:  

  Suppose that the image 𝐼has a resolution of 𝑊×𝐻, and the 𝑘th
 corner in 𝐼is denoted by (with coordinates𝑥and 

𝐼𝑘. 𝑦and intensity(𝑥, 𝑦𝑘)). One corner from the left image (𝐼) and another corner from the right image (𝐼𝑟𝑗) can be 

matched with each other if the following conditions are satisfied:  

 

(i) The difference between 𝑦coordinates of these two corners is no greater than 𝐻/3. 

 

(ii) The 𝑥coordinate of the left corner is greater than or equal to that of the right corner. 

 

(iii) There is a h igh correlat ion between two corners. 

 

Accordingly, we utilize (18) to calculate pair wise corner similarity and create a similarity matrix between adjacent 

images 𝐼𝑙and 𝐼𝑟: 
 

𝑆𝑖𝑚 𝑖 , 𝑗 =  
 𝑁𝐶𝐶 (𝐼𝑖

𝑙 , 𝐼𝑗
𝑟 ) 𝑖𝑓 𝐼𝑖

𝑙   .𝑦 − 𝐼𝑗
𝑟 .𝑦 < λℎ , Ii

l . x ≥ Ii
r . x,  

0                                                          𝑒𝑙𝑠𝑒
 (18) 

 

In (18), 𝜆ℎis the threshold of the difference between 𝑦coordinates of two corners, and normalized cross -

correlation(NCC) function is the one described in [10]. Suppose that thesimilarity window size is (2𝑤+1) * (2𝑤+ 1);  

 

 NCC is thencalculated as 

 

𝑁𝐶𝐶(𝐼𝑖
𝑙,𝐼𝑖

𝑟 ) =
  𝐷𝑙  𝑖 ,𝑢 ,𝑣 .𝐷𝑟  𝑗 ,𝑢 ,𝑣 𝑤

𝑣=−𝑤
𝑤
𝑢 =−𝑤

   𝐷𝑙 (𝑖 ,𝑢 ,𝑣)2𝑤
𝑣=−𝑤 .  𝐷𝑟 (𝑗 ,𝑢 ,𝑣)2𝑤

𝑣=−𝑤
𝑤
𝑢 =−𝑤

𝑤
𝑢 =−𝑤

(19) 

 

Where, 

𝐷𝑙
 𝑖 , 𝑢, 𝑣  = 𝐼 𝑙 𝑥 𝑖 + 𝑢, 𝑦𝑖 + 𝑣 − 𝐼𝑖

𝑙  

 

𝐷𝑟
 𝑗 , 𝑢, 𝑣  = 𝐼𝑟 𝑥𝑗 + 𝑢, 𝑦𝑗 + 𝑣 − 𝐼𝑗

𝑟 (20) 

 

And𝐼𝑖
𝑙 and 𝐼𝑗

𝑟 are the mean intensity of windows aroundcorners 𝐼𝑖
𝑙and𝐼𝑗

𝑟, respectively. In addition, we further filterout 

corner pairs with low similarity using (21), where 𝜆𝑛 is thesimilarity threshold. 
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𝑆𝑖𝑚 𝑖 , 𝑗 =  𝑠𝑖𝑚 𝑖 , 𝑗 𝑖𝑓𝑠𝑖𝑚 𝑖 , 𝑗 > λ𝑛

0                                           𝑒𝑙𝑠𝑒
     (21) 

 

Hence, we use equation (18) and (21) to calcu late pairwise corner similarity, sim(𝑖, j), resulting in a similarity matrix 

between two adjacent images. 

 

D. Corner Matching: 

  After generating similarity matrix maximum number of matching corner pairs is determined.A set of indexes 

of matching-corner pairs is generated by the following procedure: in each row of the similarity matrix obtained 

previously, we find the column index so that the corresponding cell in the matrix has the maximum value for that row, 

and the pair of (row index, column index) is added into the set. After we process all rows in the matrix, we will obtain a 

set of index pairs. 

 

IV. EXPERIMENTAL RESULTS 

 

 In order to perform the comparison of Harris and SIFT corner detection method experimentation has been 

performed on PC: CPU 2.30Ghz + 2.30Ghz, 4GB memory, Matlab R2013a. The experimentation has been performed 

on 30 different pairs of images. One sample pair is shown in Fig. 2. From the figure it can be seen the variation in two 

different images and the complexity of the stitching problem. 

 

 

 

 

 

 

 

Fig. 2: Pair of sample images to be stitched 

 

 First, we detect the corners from both pairs of images to be stitched using Harris comer detection method. The 

detected corners have been further used for matching using similarity matrix. Fig. 3(a)shows the matching corner points 

of Fig. 2 and Fig. 3(b) shows the stitched image.  

 

 

 

 

 

 

 

 

(a)                                             (b) 

Fig. 3: Matching corner pairs and stitched image using Harris algorithm 

 

Here, we have demonstrated the results of only 8 images. 

 

 

 

 

 

 

 

 

 

 



         

        
              ISSN(Online): 2320-9801 

         ISSN (Print):  2320-9798                                                                                                                                 

                                                                                                               
International Journal of Innovative Research in Computer  

and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

 Vol. 3, Issue 4, April 2015   

Copyright to IJIRCCE                                                                     10.15680/ijircce.2015.0304059                                                  3306  

 

Table 1: Results of image stitching using Harris algorithm 

Sample  

Pair 

Key points 

(corner) 

Matching 

points 

Time 

in 

sec. Input 

image1 

(I1) 

Input 

image2 

(I2) 

1 404 338 2 0 

2 560 725 0 0 

3 388 380 5 2.29 

4 847 751 3 0 

5 1063 1020 13 5.27 

6 569 465 1 0 

7 683 846 6 4.1 

8 662 677 10 4.0 

 

 The number of corner points also called as key points detected using the Harris method for 8 images are 

tabulated in Table 1. These detected Harris points or Harris features have been used for matching.  For instance, in 

Table 1 it is seen that for sample pair 1, 404 corner points (Input image1) and 338 corner points (Input image2) have 

been detected, however only 2 points have matched i.e., only two points have similarity matrix in  common. From this it 

is evident that although number of corner points detected are more in number but not so relevant to be matched for 

stitching. This affects the stitching process. From the results it has been observed th at the efficiency of stitching 

depends on the number of matching points. Therefore, we have used a threshold (if number of matching points ≥ 5 then 

stitch).  To demonstrate the aforementioned point results are demonstrated in Fig. 4. The first column depicts the first 

two images for sample pair 1 from Table 1. The matching point for I1 and I2 is 2 and therefore I1 and I2 have not been 

stitched. 

 
 

(a)             (b)                     (c)                     (d) 

Fig. 4: Results of image stitching using Harris algorithm 
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Fig. 4(a) and 4(b) are input images. Fig. 4(c) shows matching corners using Harris algorithm and Fig. 4(d) shows 

stitched image. 

  

Secondly, the same stitching process was also implemented with SIFT corner method. Fig. 5(a) shows the matching 

corner points of Fig. 2 and Fig. 5(b) shows the stitched image using SIFT algorithm.  

 

 

 

 

 

 

 

(a)                                                (b) 

Fig. 5: Matching corner pairs and stitched image using SIFT algorithm 

 

Table 2: Results of image stitching using SIFT algorithm 

 

Sample  

Pair 

Key points 

(corner) 

Matching 

points  

Time 

in 

sec. Input 

image1 

(I1) 

Input 

image2 

(I2) 

1 404 338 42 1.55 

2 560 725 10 1.70 

3 388 380 80 1.35 

4 847 751 46 1.77 

5 1063 1020 240 2.19 

6 569 465 50 1.75 

7 683 846 99 1.71 

8 662 677 157 1.74 

 

 The number of key points detected using the SIFT method for 8 images are tabulated in Table 2. These 

detected SIFT features have been used for matching.  For instance, in Table 2 it is seen that for sample pair 1, 404 

corner points (I1) and 338 corner points (I2) have been detected, and 42 points have matched i.e., 42 points have 

similarity matrix in common. Hence, these 42 points will be overlapped to get a stitched image. To demonstrate the 

aforementioned point results are demonstrated in Fig. 6. The first column depicts the first two images for sample pair 1 

from Table 2. The matching point for I1 and I2 is 42 and therefore I1 and I2 have been stitched. 
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                                                            (a)              (b)                   (c)                     (d) 

Fig. 6: Results of image stitching using SIFT algorithm 

 

Fig. 6(a) and 6(b) are input images. Fig. 6(c) shows matching corners us ing SIFT algorithm and Fig. 6(d) shows 

stitched image. 

 

V. CO NCLUSION 

 

 In this research work we have performed image stitching using two corner detection method name ly Harris 

corner detector and SIFT descriptor. We have discussed the algorithms of these two methods. 

 From the results, we can see that the matching points of Harris algorithm is less than that of SIFT algorithm 

and also the image stitching done using SIFT algorithm is better than Harris algorithm. S IFT algorithm is more robust 

than Harris algorithm. A lso the correspondence point from Harris features can be obtained with high time consuming 

and is very difficult to get high correct point. Whereas from SIFT features we can get high correctness and robustness 

correspondence points. 

 Based on extract ing invariant scale features, we get potential feature matches for SIFT algorithm than that for 

Harris algorithm. SIFT can give better performance and when there are less rotations Harris corner detection algo rithms 

can perform better. 
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