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Abstract: The booming volume of data generated by contemporary business users and consumers have created 
enormous data storage and management challenges. Cloud computing provides a way to enable massive amounts of 
data to work together as data-intensive services. Many users are moving their data to online storage clouds, where data 
are stored based on the pay-as-you-go model. There are many cost-effective approaches have been developed for 
achieving minimum cost benchmark. However, it may not be sufficient, if large-scale applications have to run in a 
more distributed manner. In this paper, for incorporating data transfer cost into minimum cost benchmark, an effective 
Ant Colony Optimization (ACO) algorithm has been proposed. ACO reduces the delay in accessing & transferring the 
data sets which paves the way to achieve a minimum cost benchmark. 
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I. INTRODUCTION 
In recent years, the widespread generation, transmission and storage of ever increasing types and volumes of data 

increases the load on the networking and storage infrastructure. Cloud computing is emerging as the latest distributed 
computing paradigm, which provides reliable, inexpensive, redundant and scalable resources on demand to system 
requirements.The cloud computing services are used on the basis of pay-as-you-go model, where the users have to pay 
for the storage as well as computation of the data sets & utility services. With this model, the total application cost in 
the cloud highly depends on the strategy of storing the application data sets. However, storing all the generated 
application data sets in the cloud may result in a high storage cost, because some large data sets may be infrequently 
used. At the same time, deleting all the generated data sets and regenerating them every time when they are needed may 
result in a high computation cost. So there should maintain a balance between storing the frequently used data sets & 
regenerating the rest when needed. 

There are many approaches used for attaining minimum cost benchmark like Cost Transitive Tournament Shortest 
Path (CTT-SP)-based algorithm which was aimed to tradeoff between computation and storage. It also takes users’ 
preferences on storage into consideration. However, sometimes large-scale applications have to run in a more 
distributed manner because some application data may be distributed with fixed locations. In this paper, the data 
transfer costs are also reduced in order to maintain an overall minimum cost benchmark through a methodology named 
Ant Colony Optimization (ACO) with Appriori algorithm. In previous works, the researchers have used the concept of 
ACO to build upon a load balancing solution set within nodes of a cloud system. 

 
II. BACKGROUND AND RELATED WORK 

 
Earlier, the cost for data set storage can be minimised by using enhanced CTT-SP based algorithm and a novel 

runtime local-optimization based storage strategy. This is achieved through partitioning Data Dependency Graph (DDG) 
into Linear DDG segments. DDG is a directed acyclic graph (DAG), which is based on data provenance in scientific 
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applications. In other words, it depicts the generation relationships of data sets, by which the deleted data sets can be 
regenerated from their nearest existing preceding data sets.This DDG is partitioned into linear segments and enhanced 
CTT-SP algorithm is applied. This approach is well worked for achieving minimum cost benchmark. 
 
 

                           
Fig. 1.Partitioning a DDG into linear DDG segments. 

 
However, there is not a proper algorithm used for minimising the data transfer cost from one cloud to another cloud. 

Based on this problem, we need to achieve two solutions: 1) Store the generated application data sets with a cost close 
to or even the same as the minimum cost benchmark, and 2) Incorporate the data transfer cost into minimum cost 
benchmark. 
2.1 OVERVIEW OF ALGORITHM 

The ACO is a probabilistic technique for solving computational problems which can be reduced to finding good 
paths through graphs. Earlier, ACO has been previously used by researchers in cloud computing for addressing load 
balancing, job scheduling and related problems. This phenomenon of the ants was used in many algorithms for 
optimization where the ants follow each other through a network of pheromone paths. The ants upon traversal from one 
node to another update the pheromone trail of that path, so a path becomes more feasible if more ants traverse upon it. 
Paths that have the highest pheromone intensity have the shortest distance between the point and the best food source. 
The movements of these ants independently update a solution set. 
In context of Cloud Computing the ‘food’ implies different web services. Ants will choose the path which is rich in 
pheromone. The reason is that the shorter path will receive a greater amount of pheromone than longer path because the 
ants choosing the shorter path will reach to food early and return to the nest by same path due to un-evaporated of 
pheromone. Therefore, the shorter path will have more amount of pheromone which finally results all ants to choose 
the shortest path.. 
Ants in the system can be traverse in  two types: 
1) Forward movements--It is the movement representing the forward direction of ants for extracting or searching the 
food sources. 
2) Backward movements-It is the movement representing the direction of ants after picking up food from the food 
sources traverse back to the nest for storing their food. 
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Fig.2. Modification in ants path upon encountering an  obstacle 

 
III. PROPOSED WORK 

The main aim of this paper is to reduce the data transfer cost and to incorporate into a minimum cost benchmark. 
Through ACO algorithm, ant travels through a minimum distance path, thereby reduces the cost of data transfer. The 
main task of ants in the algorithm is to redistribute work among the nodes. The ants traverse the cloud network, 
selecting nodes for their next step from the classical formula given below, where the probability Pk of an ant, which is 
currently on node r selecting the neighboring nodes for traversal, is: 

 
               Pk(r,s)=[ τ(r,s)][ η(r,s)] β 
                            
                            [ τ(r,s)][ η(r,s)] β  

 
r = Current node, 
s = Next node, 
τ = Amount of pheromones in the edges, 
η = The desirability of the ant movement (if the move is from an under loaded node to overloaded node or vice-versa 

the move will be highly desirable), 
β = Depends upon the the movement distance with the relevance of the pheromone concentration. 
 
However, higher the number of ants more frequent would be the data changes and load balancing and thus network 

efficiency. For this reason, we have to limit the number of ants in the network in order to keep the collection of fresh 
data and reduce variance, as well as to avoid congestion of the ants. 
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Fig.3. Cloud Architecture with Ant Agents 
 
 
In this approach, incoming ants update the entries in the pheromone table of a node. For instance, an ant traveling 

from source to destination will update the corresponding entry in the pheromone table in the node. Consequently, the 
updated routing information in it can only influences the routing ants and calls which has its destination. However, for 
asymmetric networks, the costs may be different. Hence, in this approach updating pheromone is the only appropriate 
method for routing in symmetric networks. If an ant is at a choice point when there is no pheromone, it makes a random 
decision.  

 
 

 
Fig.4. Overall Architecture 

 
Datasets Storage : Association instructions display attributes that occur recurrently are collected in a given dataset. 
Applied Cost Effective Datasets Storage Strategy: Substantial calculation power and storage capacity of cloud 

computing systems allow experts to organize computation and data concentrated requests without organization asset 
where large application datasets can be stored in the cloud. However, due to the datasets should be intentionally stored 
in order to reduce the overall application cost. 
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Cost Effectiveness : The data attributions in technical applications deleted datasets can be restored and as such we 
develop an original cost actual datasets storage approach that can repeatedly store correct datasets in the cloud. This 
approach reaches a contained finest transaction between computation and storage, in the meantime also attractive users 
tolerance of data accessing delay into reflection. 

Efficiency Analysis : The additional compound cost representations and the perfect of approximating datasets usage 
occurrences need to be inspected with which our approach can be improved adjusted to different technical requests in 
the cloud. Additionally, the calculation complexity of our strategy needs additional exploration, where the cost of 
consecutively the strategy itself should also be occupied into deliberation. 
3.1  CLOUD CONTROLLER AND QUEEN ANT 
The customers’ request consisting of the following, are given to the controller. 

(i) Throughput(THPUT) (In %) 
(ii) Avg. Response Time(RTIME) 
(iii) Application Code 
(iv) Operating System 
 

Cloud controller maintains a queue(Q) for storing the service requests for hosting the applications. It enqueues each of 
the service request received, in this queue. It generates the tester, scout, cleaner and worker ants periodically. The ant 
agents movement can be modelled in the following way. 

Except Queen & Worker each and every ant maintains a Visited Node list which is initially empty. Each node in the 
cloud maintains a list of neighbouring node’s information. Whenever a particular ant reaches a node, it updates the 
controller about the current utilization and randomly chooses an unvisited neighbouring node. When all the nodes are 
covered, it makes the Visited Node list empty and continues again in the same way. 
3.2 WORKER ANT 

Whenever a service request received in the queue, one of the worker ants creates a VM with a specific CPU 
processing power and memory etc, if accepted. So, worker ants are always looking in the queue to check if there are 
some pending requests to be processed. If such a request is found, it dequeues the request. 
3.3 SLA MONITOR ANT 

It calculates the Avg. response time and throughput of the hosted application by continuously monitoring it. It passes 
this information to the hypervisor on that host in the form of a variable(SLAM) which is calculated depending on the 
performance of the application. 
3.4 TESTER ANT 

The main job of the tester ants is to get the utilisation and power consumption information from each of the node and 
to update the available node’s list. It also takes the load balancing decisions. 

 
IV. CONCLUSION 

 
In this paper we have proposed a method for achieving minimum data set storage cost along with minimum data 

transfer cost by modifying ACO with appriori algorithm. We will consider to develop this improved algorithm  which 
can scale up to large data set with comparatively less cost. Moreover, this distributed algorithm can also cater to the 
distributed nature of the input data. We believe that this mechanism is very flexible and reliable and can be extended 
with improvements, since the solution modules are built as independent intelligent agents. We can incorporate 
additional functionalities in any of these ant agents. We believe that all these facilities will leads to minimization of 
data transfer cost in the cloud nodes. 
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