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ABSTRACT:  Inter-symbol Interference (ISI) is well 

thought-out as a major problem in the wireless 

communication channel to transfer data. The purpose 

of the equalizer is to reconstruct the original signal by 

using filters or other techniques, and remove ISI. There 

are several methods to solve the problem. One of the 

methods is adaptive decision feedback equalizer based 

MSER (ADFEM) is Presented along with the 

minimum-mean-squared-error (MMSE) criterion and 

the least-square (LS) criterion, adopt the squared error 

as the performance measure. The proposed scheme 

adopts appropriate block floating Point format for the 

data as well as the filter weights and works out 

separate update relations for the real and imaginary 

filter weight. The feed forward and the feedback filter 

output are used to prevent certain dynamic scaling of 

the respective input, although overflow in weight 

update calculations is avoided by imposing certain 

upper bound on the algorithm step size m which is 

shown to be less than the convergence bound. The 

proposed scheme achieves considerable computational 

gain over its floating point based counterpart. 

INDEX TERMS- Multiple input multiple output, 

Adaptive decision feedback equalizer, Equalization to 

Remove ISI, Adaptive Equalization, block floating 

point, minimum mean square error and least square 

error 

 
I. INTRODUCTION 

 
Equalizer is a filter that compensates the 

scattering effect of the transmission channel. Indeed 

the signal suffers from the inter-symbol interference 

while propagating through the channel and white 

Gaussian noise is added at the receiver front end. To 

compensate the effect of the channel, different 

equalization techniques are used at the receiver end. 

Decision feedback equalizer uses previously detected 

decisions to eliminate ISI from the received symbol. 

The distortion on the current symbol that is caused by 

the previous symbol is subtracted. An adaptive 

decision feedback equalizer is designed by using least 

mean square algorithm.In [34] an iterative approach to 

solve turbo equalization problem, in which a maximum 

a posteriori probability (MAP) equalizer and a MAP 

decoder exchange soft information in the form of prior 

probabilities over the transmitted symbols. It show that 

for the turbo equalization application, MMSE based 

SISO equalizer perform well compared with a MAP 

equalizer while providing a tremendous complexity 

reduction. In [29] DFE vastly reduces computational 

complexity as compared to adaptive equalizer. In [35] 

inter-symbol interference is the major problem in 

communication channel, an adaptive equalization 

algorithm based on the new quasi Newton method is 

proposed.  The proposed algorithm has fast 

convergence speed and low bit error rate within the 

large step size. In [18] Linear adaptive channel 

equalization had mentioned using the least mean 

square (LMS) algorithm and the recursive least 

squares (RLS) algorithm for an innovative multi-user   

(MU) MIMO- OFDM wireless broad band 

communications system is proposed. It  show an 

improvement of 0.15 in BER  when using Adaptive 

Equalization and RLS algorithm compared to the 

case in which no equalization   is employed.  

In [13] LSER algorithm has a complexity that 

increases linearly with the equalizer length. This paper 

considers an MSER approach for the DFE design with 

the multilevel pulse-amplitude modulation scheme. 

The proposed LSER algorithm has faster convergence 

rate than an existing LMS-style stochastic gradient 
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adaptive MSER algorithm known as the AMSER 

algorithm. In [15] simple stochastic adaptive algorithm 

is used for realizing the minimum BER equalizer. If 

the number of equalizer coefficient is sufficient, the 

minimum mean squared error (MMSE) linear equalizer 

directly minimizes bit error rate (BER). The drawback 

of this method is when the number of equalizer 

coefficient is insufficient; the minimum BER can 

outperform the MMSE equalizer. In [12] linear 

multiuser detector is used to minimize the bit error 

rate. The minimum BER criterion was proposed for 

combating inter-symbol interference (ISI) in single 

user communication system.  The binary phase shift 

keying (BPSK) transmission is considered for a 

channel with additive white Gaussian noise (AWGN) 

in a direct sequence code division multiple access (DS-

CDMA) system. In this paper, least mean square 

algorithm is used. Least mean squares (LMS) 

algorithms are a class of adaptive filter used to 

minimize a desired filter by finding the error signal of 

the filter coefficients (difference between the desired 

and the actual signal). LMS algorithm is a stochastic 

gradient descent method in that the filter is only 

adapted based on the error at the current time. The 

LMS algorithm is used in adaptive filtering for several 

reasons. The main features of LMS algorithm are low 

computational complexity, proof of convergence in 

stationary environment, unbiased convergence in the 

mean to the Wiener solution, and stable behavior when 

implemented with finite-precision arithmetic. The 

convergence analysis of the LMS presented here 

utilizes the independence assumption. The paper 

further ordered as follows: Section 2 proposes system 

model. Section 3 Adaptation Algorithms whereas 

simulation result is given in section 4 and conclusion is 

defined in section 5  

 

II SYSTEM MODEL 

In fig.1, the random integer generates a 

discrete sequence  rk  . Consider a Linear discrete time 

channel whose output at time instant k is given by 

rk =  hi

L

i=0

sk−i + nk                                      (1) 

Whererk linear discrete time channel 

sk Time uncorrelated finite state input sequence 

             hi Channel impulse response 

             nk White Gaussian noise 

The generated integer value will be fed to 

BPSK modulation. The main process of the Binary 

phase shift keying (BPSK) modulation is to calculate 

the objective function. The objective function is 

calculated by many steps the first step is to correct 

symbol detection and then the detected symbol will 

considered the following constraint. The constraint has 

the optimization problem and then it will be solved by 

using Lagrange multiplier for obtaining the objective 

function. The objective function of BPSK source is 

𝐽 𝑐𝑘 =  𝑐𝑘 − 𝑐𝑘−1 
2 + 

                          𝜆 tanh 𝛽 𝑐𝑘
𝑇𝑟𝑘  1            (2) 

Where 𝑐𝑘 equalizer parameter at time    instant k 

𝑐𝑘−1 Equalizer at previous instant  

𝜆 Lagrange multiplier 

𝛽 Sufficiently large number 

𝑐𝑘
𝑇
 Estimated equalizer 

𝑟𝑘 Linear discrete time channel 

            In channel modeling the Rayleigh fading type 

is used. It is defined as  

                      ℎ =  ℎ𝐼 + ℎ𝑅                                  (3) 

 Where   ℎ𝐼 channel impulse response for imaginary 

term 

ℎ𝑅Channel impulse response for  real term 

ISI channel transmission is  ℎ𝑟𝑘 + 𝑛 

 In fig.2, an Adaptive Decision Feedback 

Equalizer (ADFE) is an equalization technique which 

uses previously detected symbols to remove the ISI 

form the received symbols. It is implemented using 

least mean square (LMS) algorithm. ADFE allows a 

window of ISI to pass from feed-forward filter, while 

attempts to minimize the rest of ISI. Window of the ISI 

is then subtracted by means of feedback filter. By 

using this technique, ADFE does not increase the 

noise, which results in a distortion less transmission.  

At initial stage training symbols are transmitted which 

are known by the receiver. The recovered symbol is 

subtracted from the desired symbol and the difference 

is known as error. This error is used to update the Feed 

forward filter and feedback filter. In initial stage the 

error value is large means passing time and error 

reduces when its value becomes approximately equal 

to zero. The step-size parameter m controls the size of 

the correction that is applied to the tap-weight vector 

as it proceeds from one iteration cycle to the next. The 

basic idea of a DFE is that if the values of the symbols 

previously detected are known, then ISI contributed by 

these symbols can be cancelled out exactly at the 

output of the forward filter by subtracting past symbol 

values with appropriate weighting. The forward and 

feedback tap weights can be adjusted simultaneously 

to fulfill a criterion such as minimizing the MSE.  

    The advantage of a DFE implementation is the 

feedback filter, which is additionally working to 

remove ISI, operates on noiseless quantized levels, and 

thus its output is free of channel noise.Some entities 

have been described below, which have been used in 

the block diagram and in the derivation of ADFE. 

 

 

Figure 1: Block diagram of transmitter section 
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The entities are  

m= step size 
J = Cost function 

y[n] = Input at feed-forward filter at time n 

e[n] = Error 

W[n] = Current coefficients of feed-forward    filter 

W[n+1] = Updated coefficients of feed-forward filter 

b[n] = Current coefficients of  feedback filter 

b[n+1] = Updated coefficients of feedback filter 

Z[n] = Input at feedback filter at time n 

         A derivation to update the coefficients of feed 

forward filter and feedback filter is given below. The 

coefficients of feed-forward and feedback filter are 

updated by minimizing the cost. The cost function is 

used to minimize the mean square error. 

𝐽 = 𝐸 𝑒 𝑛 2 (1) 

𝑒 𝑛 = 𝑑 𝑛 − 𝑦 𝑛                                       (4)     
Where 

𝑦 𝑛 =  𝑊𝐻 𝑛 𝑦 𝑛 − 𝑏𝐻 𝑛 𝑧 𝑛   
Putting the value in (2), it becomes 

𝑒 𝑛 = 𝑑 𝑛 − 𝑤𝐻 𝑛 𝑦 𝑛 + 𝑏𝐻 𝑛 𝑧 𝑛   (5) 
The updated Equation for Feed Forward Filter is 

𝑤 𝑛 + 1 = 𝑤 𝑛 + 𝑚𝑦 𝑛 𝑒∗ 𝑛                (4) 
The updated Equation for Feedback Filter is 

𝑏 𝑛 + 1 = 𝑏 𝑛 + 𝑚𝑧 𝑛 𝑒∗ 𝑛                  (6) 

ADFE offers many advantages over adaptive equalizer. 

ADFE has higher computational complexity and better 

performance meanwhile the computational complexity 

of the adaptive equalizer is low but it doesn’t offer 

better performance as good as ADFE. In this paper, we 

propose a different approach to the complexity 

reduction by adopting suitable data format for the input 

and the equalizer coefficients. In a practical 

communication receiver, the received signal level is 

usually very weak which also fluctuates randomly due 

to effects like fading. In this paper, we present a BFP 

treatment to finite precision implementation of the 

LMS based ADFE. Such a realization is intrinsically 

more difficult than a BFP based realization of 

transversal adaptive filters, since, unlike the latter, the 

ADFE consists of a decision feedback loop with a non-

linear decision device. The proposed scheme provides 

a viable solution to this problem by effectively 

modifying and extending the framework. For this, first, 

appropriate BFP formats are adopted for the FFF and 

the FBF coefficients. Separate update relations for the 

mantissas as well as the exponents for each set of 

coefficients are worked out next. For the FFF, the input 

is block formatted by an efficient block formatting 

algorithm which also includes certain dynamic scaling 

of the data for preventing overflow at the FFF output. 

For the FBF, however, no block processing of the 

corresponding input (i.e., decisions) is possible, as that 

makes the system non causal Instead, the data stored in 

the FBF memory is block formatted at each time index, 

by appropriately modifying the proposed block 

formatting algorithm. It is also required to prevent 

overflow in the weight update  

 

  Figure 2: Block diagram of receiver section

computations of the FFF and the FBF. This gives rise 

to two upper bounds for the step size m, one coming 

from the FFF and the other from the FBF 

considerations. The two bounds are related by a simple 

constant and the lesser of them is used as an upper 

limit of m, which is interestingly seen to be less than 

2=tr R, i.e., upper bound of m for convergence of the 

LMS iteration. The proposed scheme relies largely on 

simple FxP operations and thus achieves considerable 

speed up over a direct FP based realization. Also, 

simulation results show no appreciable degrading 

effect on the ADFE performance due to block 

formatting of data and filter coefficients in finite 

precision. 

 

III ADAPTATION ALGORITHMS 

 

There are two main adaptation algorithms one is 

least mean square (LMS) and other is Recursive least 

square filter (RLS). 
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3.1. Least Mean Squares Algorithm (LMS) 

Least mean squares (LMS) algorithms are a class 

of adaptive filter used to mimic a desired filter by 

finding the error signal of the filter coefficients 

(difference between the desired and the actual signal). 

LMS algorithm is a stochastic gradient descent 

method. It is used to adapt based on the error at the 

current time. LMS filter is built around a transversal 

(i.e. tapped delay line) structure. Two practical 

features, simple to design, yet highly effective in 

performance have made it highly popular in various 

application. LMS filter employ, small step size 

statistical theory, which provides a fairly accurate 

description of the transient behavior. It also includes 

H∞ theory which provides the mathematical basis for 

the deterministic robustness of the LMS filters. As 

mentioned before LMS algorithm is built around a 

transversal filter, which is responsible for performing 

the filtering process. A weight control mechanism 

responsible for performing the adaptive control process 

on the tape weight of the transversal filter 

i. LMS is the most well-known adaptive algorithms 

by a value that is proportional to the product of 

input to the equalizer and output error. 

ii.  LMS algorithms execute quickly but converge 

slowly, and its complexity grows linearly with the 

no of weights. 

iii. Computational simplicity 

iv. In which channel parameter don’t vary very rapidly 

 LMS algorithm steps 

• Filter output  

𝑦 𝑛 =  𝑢[𝑛 − 𝑘]𝑤𝑘
∗

𝑀−1

𝑘=0

 𝑛          (7) 

• Estimation error 

𝑒 𝑛 = 𝑑 𝑛 − 𝑦 𝑛                                    (8) 

 Tap-weight adaptation 

𝑤 𝑛 + 1 = 𝑤𝑘  𝑛 + 

   𝑚𝑢 𝑛𝑘 𝑒∗ 𝑛                                    (9) 

3.2. Recursive Least Square Algorithm (RLS) 

The Recursive least squares (RLS) adaptive filter 

is an algorithm which recursively finds the filter 

coefficients that minimize a weighted linear least 

squares cost function relating to the input signals. 

These contrast other algorithms such as the least mean 

squares (LMS) that aim to reduce the mean square 

error. In the derivation of the RLS, the input signals 

are considered deterministic, while for the LMS and 

similar algorithm they are considered stochastic. 

Compared to most of its competitors, the RLS exhibits 

extremely fast convergence. However, this benefit 

comes at the cost of high computational complexity, 

and potentially poor tracking performance when the 

filter to be estimated changes. The RLS algorithm has 

the same to procedures as LMS algorithm, except that 

it provides a tracking rate sufficient for fast fading 

channel, moreover RLS algorithm is known to have the 

stability issues due to the covariance update formula 

p(n)  

IV SIMULATION RESULTS 

       In figure 3, the proposed scheme developed the 

effects of block formatting data and the equalizer 

coefficients in finite precision. It is based on the ADFE 

performance and FP based realization. The ADFE was 

operated in training mode for the first 100 iterations 

and then, switched over to the decision directed mode 

for the subsequent iterations. The corresponding 

learning curve is obtained by plotting the MSE (dB) 

versus the number of iterations  

 

 
Figure 3: Training mode for Adaptive decision 

feedback equalizer 

 

In figure 4 channel estimation for minimum mean 

squared error will be obtained for symbol error rate 

and signal to noise ratio in dB. Symbol error rate for 

MMSE is 10−1.2and its SNR is 30dB 

 
 

Fig. 4: channel estimation for Minimum mean squared 

error(MMSE) 
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Figure 5: BER for BPSK equalizer 

 

In figure 5, the BPSK equalizer bit error rate is 10−0.9 

for adaptive minimum bit error rate and the BPSK 

(binary phase shift keying) equalizer bit error rate is 

10−1.5 for normalized adaptive minimum bit error rate. 

mmse_mse = 

    0.0208    0.0111    0.0035    0.0010    0.0004 

    0.0265    0.0089    0.0047    0.0014    0.0004 

    0.0261    0.0080    0.0033    0.0011    0.0004 

    0.0211    0.0099    0.0033    0.0013    0.0003 

    0.0179    0.0112    0.0036    0.0011    0.0004 

    0.0257    0.0105    0.0032    0.0011    0.0003 

    0.0220    0.0082    0.0028    0.0014    0.0003 

    0.0168    0.0059    0.0038    0.0008    0.0004 

    0.0153    0.0110    0.0033    0.0011    0.0006 

    0.0262    0.0120    0.0037    0.0013    0.0004 

    0.0213    0.0086    0.0040    0.0010    0.0005 

    0.0228    0.0094    0.0039    0.0015    0.0004 

 

 

 

V. CONCLUSION 

 

         An efficient scheme to implement the LMS-

based ADFE in finite precision using BFP arithmetic is 

presented. The proposed scheme adopts appropriate 

BFP format for both data and filter coefficients and 

recasts the ADFE equations in terms of the respective 

mantissas and exponents. Block processing is applied 

to the input which is block formatted by an efficient 

algorithm. For the FBF, however, no block processing 

of its input is possible as that leads to non-causality. 

Instead, the FBF data is block formatted at every index 

by a suitable modification of the proposed block 

formatting algorithm. Overflows at the FFF and the 

FBF output are prevented by certain dynamic scaling 

of the respective data. Prevention of overflow in 

weight update calculations, however, imposes an upper 

bound on the step size m which is shown to be less 

than the upper bound for convergence of the algorithm. 

The proposed realization deploys mostly simple FxP 

operations are largely free from usual FP operations 

like shift, exponent comparison, exponent addition, 

etc., resulting in considerable speed up over their FP 

based counterpart. 
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