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Abstract: Problem Statement: : Clustering high dimensional spatial data for Forest fire  risk analysis has been major issue due to sparsity of data 

points.. Most of the clustering algorithm becomes inefficient if the required distance similarity measure is computed for low dimensional spatial 

space of high dimensional data with sparsity of data point along different dimensions and also considering the obstacles.. Objective of this study were 

to contribute the complexity of projecting clusters for traffic risk analysis, (i) lack of support for reducing the number of dimensions on spatial space 

to reduce the searching time (ii) the lack of support for obstacles in the spatial data space.  (iii) Compare computation time of HARP, Proclus, Doc, 

FastDoc, SSPC algorithms. Approach: During the first phase the satellite captured still images for different dimensions such as time and location of 

the  forest fire network are enhanced  and this images are given as input to  red color image separation, During this phase the input images groped 

based on red color using K-Means algorithm and during the second  phase the red color images are converted to gray scale images . The third phase 

mainly focuses on   spatial attribute relevance analysis for detecting dense and sparse  forest fire regions after detecting dense and sparse fire regions 

the algorithm employees pruning technique to reduce the search space by taking only dense  fire regions and eliminating sparse fire regions and 

during fourth  phase K-mediods algorithm is employed to project the clusters on different spatial dimensions and also it solves the problem of 

obstacles  Results: First we showed that various projecting clustering algorithm on spatial space becomes inefficient if the number of dimensions 

increases .The new scheme proposed  reduces the spatial dimension space so that it reduces the computation time and also it solves the problem of 

obstacles using K-mediods algorithim and finally the result is compared with HARP ,Proclus,Doc,FastDoc,SSPC The algorithms produces acceptable 

results when the average cluster dimensionality is greater than 10%. Conclusion: Hence the findings suggested the overhead reasonably minimized 

and using simulations, we investigated the efficiency of our schemes in supporting high dimensional spatial clustering for forest fire risk analysis. 
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INTRODUCTION 

Data mining is the process of extracting the knowledge or 

useful information from the database [1]. Clustering is the 

familiar data mining technique to group the related data based 

on similarity distance measure [2]. Clustering usually employs 

distance measure such as Euclidean, Manhattan or Minkowski 

etc. However Euclidean measure is the common approach to 

group the related data into different groups or partition in 

different dimensions. However this similarity measure for 

high dimensional data is crucial factor. The Recent projected 

clustering algorithm fails to address this problem when the 

dimension increases. The preprocessing of dimensionality 

reduction can improve the clustering efficiency but fail to 

prevent the data loss. This motivates our effect to propose a 

new clustering algorithm called an efficient approach to detect 

forest fire using K-Mediods algorithm. The algorithm contains 

four phases. In the first phase, it uses K-means algorithm to 

group red color forest fire images. In the second phase it 

converts the red color images to gray scale images. The third 

phase uses the attribute relevance analysis to project dense and 

sparse forest fire images. The fourth phase uses K-medoids 

algorithm to project the clusters where the forest fire images 

belonging to dense fire regions. The algorithm capable of 

detecting the clusters automatically and the clustering process 

is restricted to the subset dimension that is the dense fire 

region, which avoids computation on full dimensional space. 

The numbers of projected clustering algorithms have been 

proposed in recent years but they fail to address to address the 

low dimensional clusters on high dimensional space. Feature 

selection technique can speed up the clustering [4] process but 

however there is substantial information loss [5].YIP et al [7] 

observed that current projected clustering algorithm results 

only when the dimensionality of the clusters are not much 

lower than that of dataset. However some partitional projected 

clustering algorithms such as PROCLUS [5] and ORCLUS [8] 

make use of similarity function that involves all dimensions to 

find initial approximation of the clusters.  

The partitional algorithm PROCLUS, which is a variant of the 

K-medoid method, iteratively computes a good medoid for 

each cluster. With the set of medoids, PROCLUS finds the 

subspace dimensions for each cluster by examining the 

neighboring locality of the space near it. After the subspace 

has been determined, each data point is assigned to the cluster 

of the nearest medoid.The algorithm is run until the sum of 

intracluster distances ceases to change. These algorithms are 

failing because of irrelevant dimension detection, and also the 
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algorithm requires the user to provide average dimensionality 

of the subspace, which is not suitable for real life time. 

ORCLUS   is an extended version of PROCLUS that looks for 

non-axis-parallel clusters, by using Singular Value 

Decomposition (SVD) to transform the data to a new 

coordinate system and select principal components. 

PROCLUS and ORCLUS were the first to successfully 

introduce a methodology for discovering projected clusters in 

high-dimensional spaces, and they continue to inspire novel 

approaches. 

Another algorithm HARP [9] hierarchical projected clustering 

also based on the fact that two data points are likely to be in 

the same cluster if they are very similar to each other along 

many dimensions. However, when the number of relevant 

dimension per cluster is much lower than the data set 

dimension, such an assumption is invalid. 

The observation motivates our effort to propose a new 

algorithm called An Efficient approach to Detect Forest Fire 

using KMediods algorithm 

MATERIALS AND METHODS  

A new robust clustering algorithm called “An Efficient 

approach to Detect Forest Fire using K-Mediods algorithm”. 

The algorithm contains four phases. The algorithm is efficient 

because it reduces and performs computations on the subspace 

and it avoids computation on full dimensional space. 

Color Separation 

  The input forest fire images are given as an input to color 

separation system the output of these system is the grouping of 

images using K-means algorithm based on red color. 

    

      

Fig, 1(a)                                                  Fig.1 (b) 

      

Fig.1(c)                                               Fig.1 (d) 

Figure.1: sample input images 

Figure.1 shows sample input images before color separation. 

    

Fig.2 (a)             Fig.2(b) 
 

    

Fig.2(c)                                            Fig.2 (d) 

 

Figure.2: Red Color Images 

Figure.2 is the output of the first phase which contains cluster of red color 

images and the clustering process is done using K-means algorithim. 

Gray Scale Conversions 

During this second phase the red color grouped images as 

shown in Fig.2 are converted to gray scale images as shown 

below. 

    

Fig.3 (a)                                          Fig.3 (b) 

    

Fig.3(c)                                       Fig.3(c) 

Figure.3 Gray Scale Images 

The images in Fig.3 are given a input to third phase attribute relevance 

analysis 
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Attribute Relevance Analysis 

With help of attribute relevance analysis, the sparseness 

degree yij are computed for different forest fire gray scale 

images based on threshold values pertaining to fire region. 

The sparseness degree yij are given by the formula. 
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The minimum value of yij represents dense region and 

maximum value represents sparse region. Similarly different 

yij values are computed for different forest fire images across 

different dimensions and the simulation results are tabulated 

and the histogram is also generated as shown below      

Table 1:  Relevance Attribute analysis table 

Images Sparseness Values(yij) 

Fig.3(a) 0.0310 

Fig.3(b) 0.0474 

Fig.3(c) 0.0350 

Fig.3(d) 0.0210 

 

With the help of above value of yij for each image we can easily 

detect the dense regions. The images with larger values of yij 

denote the sparse regions, for example in the table values of 

Fig.3(b) and Fig.3(c) are higher that represents the sparse region. 

The images with small values of yij denotes the dense regions, 

for example in the table the values of images Fig.3(d) and 

Fig.3(a)  represent dense regions. 

For the above sparseness values histograms are generated for 

identifying sparse and dense forest fire regions as shown below. 

     

            Fig.4(a)                           Fig.4(b) 

       

         Fig.4(c)                         Fig.4(d) 

Fig.4: Histogram corresponding to the satellite images 

The histograms with high peaks corresponds to the sparse fire 

regions (Fig.4 (b) and fig.4(c)) and low peaks  corresponds to 

the dense fire regions (Fig.4(d) and Fig.4(a)). 

The above dense and sparseness degree can be represented in 

the binary form using binary matrix as shown below.  

 
Figure.5 The binary matrix 

In the above binary matrix the data point falls on the dense fire 

region it is represented as 1 otherwise it is represented as 0. 

Outlier Detection 

Outliers are noisy, Inconstant, dissimilar data, these noisy data 

are removed and similar data’s are taken into account. The 

algorithm uses binary matrix as input and checks whether two 

binary values Z1 and Z2 are similar using Jacord coefficient, 

the Jacord coefficient are given by the formula. 

0
21

1
2

1
1

1
2

0
1

1
21

2
,

1

j
Z

j
Zd

j
Z

j
Zc

j
Z

j
Zb

j
Z

j
Zawhere

cba

a
zzcJ

  

the values of Jacord coefficient is between 0 (than both, z1 and 

z2 are dissimilar) and 1(both are similar).The Jacord 

coefficient should not be less than . In our example  is set as 

= 0.70, normally the Jacord coefficient searches for the 

matching 1’s in binary matrix. 

Discovery of Clusters 

Once the dense fire region has been identified using jacord 

coefficient. Then the next step is used to project clusters on 

dense fire region with the help of binary matrix. 

For calculating minimum distance using Euclidian distance 

measure, the no of 1’s in binary matrix are taken, which 

represents the dense region and the distance is calculated only 

for dense region and it is given by the formula. 
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xij- data point 

usj - representation of object 

Here tij represent the ith row and jth column in binary matrix and 

it will calculate the distance only for the entry one that tij =1. 
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EMPIRICAL EVALUATION 

In this section we compare the performance of algorithm with 

SSPC [7], HARP [0], PROCLUS [5] and FASTDOC [10] the 

evaluation is performed on a number of Sequential data set 

with different characteristics. Clustering error (CE) is the one 

of familiar technique to measure accuracy of projected 

clustering as shown in Fig.5. The first step of the algorithm is 

to analysis the impact of cluster dimensionality on the Quality 

of clustering for this purpose, we selected twenty different 

dataset with data point N=4000, number of dimension 

d=100.The average cluster dimensionalities are varied from 

2% to 70% of the data dimensionality d. Our goal is that no 

outliers are generated. The CE distance between the utputs of 

each of fine algorithm Projected Clustering using K - 

Mediods, SSPC, PROCLUS and FASTDOC.  

 

  
Figure.6 CE distance measure 

 

The performance of CPU time is measured with respect to 

number of images and dimensionality increase as shown 

below 

 

Figure.7: CPU Time execution 

 

Table 2: CPU Time table 

S. No. Cluster Size 

(number of 

Images) 

Time taken 

( Seconds) 

01 20 150 

02 30 200 

03 40 250 

04 50 350 

05 60 360 

06 70 400 

07 80 460 

08 90 550 

09 100 630 

 

In the above Fig.7 and Table 2, CPU time linearly increases 

with the number of images in a cluster. 

 
Figure.8 : Dimensionality performance 

Table.3: Dimensionality table 

SNO. Data Base 

Dimensionality 

Time(Seconds) 

01 100 500 

02 200 750 

03 300 1000 

04 400 1500 

05 500 2000 

06 600 2500 

07 700 3000 

08 800 3300 

 

From the above Fig.8 and  table 3 time increases linearly 

along with the dimension increase. 

In the above graph Fig.5, at 2% of average cluster 

dimensionality. The algorithm shows acceptance results. By 

it performs well when for example in the above graph for 

projected clustering using K-medoids algorithm. If the 

cluster dimensionality is greater than 10, then it shows 

acceptable results for deleting dimension when compared 

with other projected clustering algorithm. In the above 

graph, when the average cluster dimensionality is less than 

2% the SSPC produces the acceptable result similar to our 

projected clustering algorithm and SPPC works fine for 

higher average dimensionality. When the average cluster 

dimensionality is greater than 30 the HAPP works find and 

finds the cluster dimension without outliers.When the 

dimension is less than 20 to 2% the dimension detection 

produce acceptance result. The Proclus are less accurate 

when compared to Projected clustering using k-medoids 
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algorithm and SSPC when the average dimensions is less 

than 10% Fastdoc works fine when the average cluster 

dimensions greater than 70. 

However outlier detections are removed. Projected 

clustering using K-medoids algorithm performs well when 

compared with SSPC, HARP, Proclus, and FASTDOC. 

Similarly the algorithm out forms SSPC, HARP and Proclus 

when the dimensions and size of data set increases. 

CONCLUSION 

We have proposed a robust distance-based projected clustering 

algorithm for the challenging problem of high-dimensional 

clustering, and illustrated the suitability of our algorithm in 

tests and comparisons with previous work. Experiments show 

that projected clustering in K-medoids algorithms provides 

meaningful results and significantly improves the quality of 

clustering when the dimensionalities of the clusters are much 

lower than that of the dataset. Moreover, our algorithm yields 

accurate results when handling data with outliers. The 

performance of projected clustering in K-medoids algorithms 

on real data sets suggests that our approach could be an 

interesting tool in practice. The accuracy achieved by 

projected clustering in K-medoids algorithms results from its 

restriction of the distance computation to subsets of attributes, 

and its procedure for the initial selection of these subsets. 

Using this approach, we believe that many distance-based 

clustering algorithms could be adapted to cluster high 

dimensional data sets. 
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