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ABSTRACT: MPLS is a promising technology which provides efficient routing and high speed switching. In recent 
years, emerging internet applications demand for high quality of service (QoS) guarantees. This paper mainly focuses 
on protection of data flow over MPLS network in case of any failure occurs in node/link. Network survivability can be 
affected by the faults in MPLS network. Existing approaches for fault prevalence employs global and local path 
restoration. 1) Protection Switching: An alternate path is pre-computed and pre-established before fault detected and 2) 
Rerouting: An alternate path is dynamically computed after fault detected, are the techniques used for fault tolerance. 
We are aiming towards combining the above mentioned techniques to develop a new routing algorithm to handle single 
or multiple faults in MPLS network. This approach achieves less recovery time, reduced packet loss, and high 
throughput. 
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I. INTRODUCTION 
Usage of internet is growing rapidly day by day. As the demand for internet grows the data circulation over 

the internet also increases. It is essential to provide high speed data circulation without any loss of data. MPLS is the 
standard technology provided by IETF which emerged with new capabilities for large scale of IP network. MPLS [14] 
is the combination of layer 3 routing (IP) with layer 2 switching (ATM) in the network model. High speed switching is 
possible because of fixed length labels are inserted at the beginning of IP packet header and can be used by between to 
switch packets quickly between the links. The MPLS domain is divided to the core and the edge of MPLS. The nodes 
in the MPLS domain that support MPLS are called Label Switch Routers (LSR). If the node is in the core then is called 
a transit LSR. But if the node is in the edge of the domain is called a Label Edge Routers (LER). In fig.1 the MPLS 
domain is described. 

 
 

Figure 1: MPLS Domain 

When a packet enters an MPLS network the ingress router adds label (identifier) on it. The egress router is 
responsible to remove the label and receives IP packet. A label switched path shown in fig.2 is ingress to egress 
switched path built by MPLS capable nodes which an IP packet flows through the network and which are identified by 
the labels. 
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Figure 2: Label Switched Path 

MPLS is a connection oriented network, so it is prone to failures. Failures may be of different types link/node 
failure, hardware/software failure, power failure etc. we are considering link/node failure in our study. Failures in 
link/node leads to large amount of data drops hence link protection must be carried out. When a fault is detected in 
active LSP the traffic must be switched to an alternate LSP. Faults can also affects on network operation and QoS, 
which degrades the network performance. Hence fault tolerance mechanisms are employed for network resilience. 
Fault tolerance is the ability of a network to operate in proper manner under failures. Protection switching and 
Rerouting are the existing approaches for fault recovery techniques in MPLS network. Fig.3 shows how path recovery 
can be carried out. 

 
Figure 3: MPLS Path Recovery 

In protection switching [1,3,4,5,7,10,12] back-up path (alternate path) is pre-computed and pre-established 
before fault detection. This pre-computation and pre-establishment of back-up path reduces the time delay during 
switching. This recovery scheme holds good for simple network services. As the number of nodes in the network grows 
network complexity increases and the probability of occurrence of fault also increases. At this time protection 
switching does not holds well, Rerouting [2,6,8,10,13] can be best performed under multiple fault tolerance. Rerouting 
algorithms compute backup path dynamically at failure points, this is little time consuming. Both mechanisms have 
their advantages and disadvantages. Based on the type of protection required the recovery method can be selected. 

Our contribution is towards combining the protection switching and rerouting algorithms to propose a new 
routing algorithm for protection of data flow in MPLS network. The proposed algorithm suits well for complex 
network topology and works for multiple fault tolerance. Previous existing algorithms were evaluated on fault recovery 
time, packet reordering and packet loss. Our prime purpose is to get better results compared to previous work. Our 
proposed algorithm can be evaluated on packet loss, throughput, and fault recovery time. 
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In this paper we propose a new QoS routing algorithm for data protection in MPLS network. This algorithm is 
evaluated to get simulation results for above mentioned performance criteria. The obtained results satisfy the 
performance metrics and overcome the disadvantages of previous works. 

II. RELATED WORK 
The following discussion gives brief note on previous proposed algorithms. There are several algorithms have been 

proposed for protection switching and rerouting mechanisms. Let us have a look on some of them once. 
Haskin’s algorithm [19] performs on local path restoration technique. In local path restoration protection against a 

link or neighbour node failure can be done and time required for failure propagation can be reduced. 
Makam’s algorithm [18] performs global restoration technique. In this the backup path is completely disjoint from 

label switched path. When a fault detected a fault indication signal (FIS) is used to convey the information about the 
occurrences of fault. 

Dynamic routing algorithm [17] employs rerouting technique in combination with global recovery of the network. 
When the LSR detects a failure, then immediately sends FIS messages to the ingress LSR. After receiving FIS message 
the ingress LSR calculates dynamically and establishes the alternate path that will route the influenced flow. Finally the 
packets are routed to new path. 

Chen & Oh Algorithm uses rerouting mechanism in combination with local restoration of the network. Chen and 
Oh [15] [16] have proposed a scheme, in which recovery paths are pre-established between links on working path 
without reserving resources. When a link failure occurs, the downstream LSR that has detected it sends a notification 
message (e.g., CR-LDP notification message) to its upstream LSR to check and reserve resources and to notify to the 
upstream LSR. The advantage of this proposal is the better utilization of the resources. 
 

III. PROPOSED ALGORITHM 
As mentioned in the above discussion our proposed algorithm is the combination of protection switching and 

rerouting. In this algorithm we need to maintain some data structures 
 
1. Shortest path tree. 
2. Array with pre-established path in ingress LSR. 
3. FIS computation. 

 
An alternate path is pre-computed and pre-established that maintained by ingress LSR. Send alive messages to core 
LSR. If the node does not send acknowledgement for alive messages then send fault indication signal (FIS) to ingress 
LSR. If any fault found in LSP immediately an FIS message is transferred to ingress LSR, the ingress LSR switches the 
traffic to alternate path. If faults occur in alternate LSP then the traffic is switched to second alternate path. Each time 
we have to update shortest path tree using single source shortest path and array of length in every node when finds 
through FIS. After original LSP recovered the traffic follows LSP. Fig.4 shows the flow chart for the proposed 
algorithm. First we have to establish the original LSP for traffic flow, alternate LSP, second alternate LSP and 
backward LSP.  Compute the data structures required and then procedure follow as shown in flow diagram. 
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Figure 4: Flow chart for proposed algorithm 
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IV. SIMULATION RESULTS 
 
In this section we will evaluate the results of the implementation of QoS routing algorithm for protection of data 

flow in MPLS network. The simulations are performed on Network Simulator (NS2) [9]. The aim of this experiment is 
to evaluate packet delivery ratio (PDR), Recovery time and Throughput. 

Fig.5 gives the results for packet delivery ratios. Packet delivery ratio is the number of packets delivered at the 
egress router to the average value of packets sent. The proposed algorithm is able to recover from faults with less 
packet loss compared to other algorithms. Usually number of faults increases when the number of nodes increases. The 
packet delivery ratio decreases with increase in number of nodes. But our proposed system achieves less packet loss 
compared to others. 

 

Figure 5: Packet delivery ratios 

 
Fig.6 shows throughput analysis for the proposed algorithm. Increase in packet loss gives reduced throughput. But 

we have achieved better PDR which reduces packet loss and gives good throughput. 

 
Figure 6: Throughput versus number of nodes 

 
Fig.7 shows the results for fault recovery time v/s number of faults. As the number of faults increases in the network 

fault detection and recovery time also increases. Combination of protection switching and rerouting algorithm is able to 
achieve less recovery time. 
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Figure 7: Fault recovery time versus number of faults 

 

V. CONCLUSION 
This paper focuses on fault tolerance capacity of MPLS network. The main motivation behind this work is to give a 

reliable and efficient QoS routing algorithm for data protection in MPLS network when unexpected network failures 
occur. The proposed system is able to detect multiple faults in the network and recovers from faults quickly. The 
simulation result shows the performance of the proposed algorithm. We have taken PDR, Throughput and Fault 
recovery time for performance measurement. Based on the simulation results we can conclude that, this paper gives 
reliable and fast recovery technique from faults in MPLS network for multimedia applications in better way in order to 
guarantee QoS requirements.  
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