
                             ISSN (Online)  : 2319 - 8753 
                             ISSN (Print)    : 2347 - 6710 

 

       International Journal of Innovative Research in Science, Engineering and Technology 

                     Volume 3, Special Issue 3, March 2014 

           2014 International Conference on Innovations in Engineering and Technology (ICIET’14) 

             On 21st & 22nd March Organized by 

           K.L.N. College of Engineering, Madurai, Tamil Nadu, India 

 

                                             M.R. Thansekhar and N. Balaji (Eds.): ICIET’14                                             1409 

          
 

 

 

 

 

 

 
  

Abstract— In a System on a Chip (SoC), the 

communication between the components using network 

switches is termed as Network on a Chip (NoC). Each 

interconnection or communication between the 

components is carried out by the Intellectual Property (IP) 

block of each component. Mapping of IP core onto NoC 

is the major NP-hard problem while designing the 

platform based NoC. To solve this problem, we are using 

Multi-Objective Evolutionary Algorithms (MOEAs). The 

IP should be selected to exploit re-usability and to 

optimize the execution of a given application. Mapping an 

IP deals with the accurate map of selected IP onto the 

network platform. The resultant NoC platform will be 

minimized in the required hardware area, execution time 

and in power consumption, and the hotspots can also be 

avoided. Thus providing a custom-cut NoC platform for 

the application at hand. 

 
Keywords—Network-on-chip, IP assignment, IP mapping, 

Multi-Objective design. 
 

I. INTRODUCTION 

Due to the increased integration rate of semi-

conductor devices, the complex System-on Chips are 

launched more. Basically a simple SoC can be formed by 

homogeneous or heterogeneous independent components. 

The communication between these components by means 

of communication architecture tends to Network-on-chip 

and each component of a NoC is designed as an 

Intellectual Property blocks. It can be of general or special 

purpose with processors, memories and DSPs. Only 

limited resources such as area, bandwidth and power can 

be used in a NoC [1, 2]. We can design a NoC in-order to 

run a specific application which contains a limited number 

of tasks that can be implemented by set of IP blocks. A 

single IP block can be assigned to a number of task in an 

application. 

A predefined minimal architectural design called 

platform based design is a standardized process to 

speedup the designing process. In-order to make it more 

effective, we have to choose an adequate minimal set of 

IP blocks. Besides that it is very necessary to map these IP 

blocks onto NoC infrastructure [3]. Poor mapping and 

application will degrade the performance of the 

application. Therefore a perfect mapping is very necessary 

for NoC designing.  

We can describe an application in a higher level 

by means of task graph (TG). Mapping and assigning a 

perfect IP is main NP-hard problem while designing. By 

using Multi-Objective Evolutionary Algorithms (MOEAs) 

we can easily solve these problems [4, 5]. Here two 

MOEAs were used and they are Non-Sorted Genetic 

Algorithm-II (NSGA-II) and micro Genetic Algorithm 

(micro GA). These algorithms can be modified according 

to the NoC design. The optimization can be done by the 

minimization of required hardware area, execution time 

and the total power consumption. 

Traditionally, ICs have been designed with 

dedicated point-to-point connections, with one wire 

dedicated to each signal. For large designs, in particular, 

this has several limitations from a physical design 

viewpoint. These wires occupies much of the area of the 

chip, and in nanometer CMOS technology, interconnects 

dominate both performance and dynamic power 

dissipation, as signal propagation in wires across the chip 

requires multiple clock cycles.  

An approach to exceed such a limitation of 

communication and overcome such an enormous wiring 

delay in future technology is to adopt network-like 

interconnections which is called Network-on-Chip (NoC) 

architecture. Basic concept of such kind of 

interconnections is from the modern computer network 

evolution. By applying network-like communication 

which inserts some routers in-between each 

communication object, the required wiring can be 

shortened. Therefore, the switch-based interconnection 
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mechanism provides a lot of scalability and freedom from 

the limitation of complex wiring. Replacement of SoC 

busses by NoCs will follow the same path of data 

communications when the economics prove that the NoC 

either reduces SoC manufacturing cost, SoC time to 

market, SoC time to volume, and SoC design risk or 

increases SoC performance.  The NoC approach has a 

clear advantage over traditional busses and most notably 

system throughput. The hierarchies of crossbars or 

multilayered busses have characteristics somewhere in 

between traditional busses and NoC; however they still 

fall far short of the NoC with respect to performance and 

complexity. 

The success of the NoC design depends on the 

research of the interfaces between processing elements of 

NoC and interconnection fabric. The interconnection of a 

SoC established procedures has some weak points in those 

respects of slow bus response time, energy limitation, 

scalability problem and bandwidth limitation. Bus 

interconnection composed of a large number of 

components in a network interface can cause slow 

interface time. In addition the interconnection has a defect 

that power consumption is high on the score of connecting 

all objects in the communication. Moreover it is 

impossible to increase the number of connection of the 

elements infinitely by reason of the limitation of 

bandwidth in a bus. As a consequence, the performance of 

the NoC design relies greatly on the interconnection 

paradigm. 

Though the network technology in computer 

network is already well developed, it is almost impossible 

to apply to a chip-level intercommunication environment 

without any modification or reduction. For that reason, 

many researchers are trying to develop appropriate 

network architectures for on-chip communication. To be 

eligible for NoC architecture, the basic functionality 

should be simple and light-weighted because the 

implemented component of NoC architecture should be 

small enough to be a basic component constructing a SoC. 

Even though the basic functionality should be simple, it 

also satisfies the basic requirement in general 

communication. On the other hand, to apply the prevailing 

mobile environment, it should be low-powered. In order 

to be low powered one has to consider many parameters 

such as clock rate, operating voltage, and power 

management scheme. 

II. NOC INTERNAL STRUCTURE 
 

 A network-on-chip is composed of three main 

building blocks. The first and most important one is the 

links that physically connect the nodes and actually 

implement the communication. The second block is the 

router, which implements the communication protocol 

(the decentralized logic behind the communication 

protocol). One can see the NoC as an evolution of the 

segmented busses where the router plays the role of a 

“much smarter buffer”. The router basically receives 

packets from the shared links and, according to the 

address informed in each packet, it forwards the packet to 

the core attached to it or to another shared link. The 

protocol itself consists of a set of policies defined during 

the design (and implemented within the router) to handle 

common situations during the transmission of a packet, 

such as, having two or more packets arriving at the same 

time or disputing the same channel, avoiding deadlock 

situations, reducing the communication latency, 

increasing the throughput, etc. The last building block is 

the network adapter (NA) or network interface (NI). This 

block makes the logic connection between the IP cores 

and the network, since each IP may have a distinct 

interface protocol with respect to the network. 
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Fig 1. 2×2 NoC mesh architecture 

 

A. NoC Links 
 

A communication link may consist of one or more 

logical or physical channels and each channel is 

composed of a set of wires. In the remaining chapters, 

unless stated otherwise, the words net, wire, and line 

mean a single wire interconnecting two entities (IP cores). 

The words channel and link mean a group of wires 

connecting two entities. Typically, a NoC link has two 

physical channels making a full-duplex connection 

between the routers (two uni-direction channels in 

opposite directions). The number of wires per channel is 

uniform throughout the network and is known as the 

channel bandwidth.  
 

B. Network interfacing unit 

 

The third NoC building block is the network 

adapter (NA) or network interface (NI). This block makes 

the logic connection between the IP cores and the 

network, since each IP may have a distinct interface 

protocol with respect to the network. This block is 

important because it allows the separation between 

computation and communication. This allows the reuse of 

both, core and communication infrastructure independent 

of each other. 
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C. Routers 

 

The design and implementation of a router 

requires the definition of a set of policies to deal with 

packet collision, the routing itself, and so on.  
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Fig 2.  An interfacing unit 

 

A NoC router is composed of a number of input 

ports (connected to shared NoC channels), a number of 

output ports (connected to possibly other shared 

channels), a switching matrix connecting the input ports 

to the output ports, and a local port to access the IP core 

connected to this router. 
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III. APPLICATION MAPPING RELATED PROBLEM 

 

The platform based methodology encourages 
the reuse of components in-order to reduce the cost, and 
the time-to-market of new design in a SoC. The two 
main problems we are facing while design: exact 
selection of adequate set of IPs and finding the best way 
to map this IPs into the NoC structure. The selection of 
IPs is called IP assignment stage and the physical 
mapping is called IP mapping stage. 

 

A. IP assignment problem 

To assign, we have to select the adoptable IP 
from the repository IPs. They are the set of reusable IP 
formats which can be assignable to execute the given 

application. At this stage, no information about physical 
location of IPs is available so optimization must be done 
based on application‟s description (TG) and IP features 
only. 

 
Fig 4.  Typical platform based NoC design work flow 

 

So, the result of this stage is the set of IPs that 
maximizes NoC performances due to IPs feature. The 
number of possible assignments is defined as 

0 1 2
...

m i
A n n n n
       (1) 

Where 
in represents the number of IPs, A represents the 

number of possible assignments m represents number of 

tasks in the application 
0 1 1
, ,...

mt t t 
. 

  The TG is then annotated and an application 
characterization graph (ACG) is produced, wherein each 
node (task) has an IP assigned to it. 

B. IP mapping problem 

It uses the result obtained from the assignment stage, 
which consists of many non-dominated solutions. Here we 
can consider s as the number of distinct assignments 
evolved and pi as the number of processors used in the 
assignment i and ni be the minimal number of resources in 
the NoC to be utilized in the implementation of the 
application with assignment solution i. In this stage, the 
total number of possible mappings is defined by the sum of 
all mappings corresponding to each one of the evolved 
assignments as described as 

1 ( 1)

S

S
i i

n
M

n




    (2) 

As a result of this stage, an optimal allocation of one of the 
prescribed IP assignments to execute a desired application 
on a NoC platform can be done. 

C. MULTIOBJECTIVE EVOLUTIONARY ALGORITHM 

In the computer science field of artificial intelligence, a 

genetic algorithm (GA) is a search heuristic that mimics 

the process of natural selection. This heuristic is routinely 

used to generate useful solutions to optimization and 

search problems. Genetic algorithms belong to the larger 

class of evolutionary algorithms (EA), which generate 
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solutions to optimization problems using techniques 

inspired by natural evolution, such as inheritance, 

mutation, selection and crossover.   

Evolutionary algorithms (EA‟s) are often more 

suited for optimization problems which involving several 

often conflicting objectives. Since 1985, various 

evolutionary approaches to multi objective optimization 

have been developed that are capable of searching for 

multiple solutions concurrently in a single run. However, 

few comparative studies of different methods presented 

up to now remain mostly qualitative and are often 

restricted to a few approaches. 

Many real world problems involve simultaneous 

optimization of several incommensurable and often 

competing objectives. Often there is no single optimal 

solution, but rather a set of alternative solutions. These 

solutions are optimal in the wider sense that no other 

solutions in the search space are superior to them when all 

objectives are considered, which are known as pareto-

optimal solutions. An optimal design might be an 

architecture that minimizes cost and power consumption 

while maximizing the overall performance. But these 

goals are generally conflicting: one architecture may 

achieve high performance at high cost, an alternative low 

cost architecture might considerably increase power 

consumption. All these solutions can be superior if we 

include preference information. In this paper we are using 

two evolutionary algorithms NSGA-II and microGA. 

There are three different operators (reproduction, 

crossover, and mutation); similar to natural operations are 

applied to create a better population. Both the algorithms 

vary from simple GA only in the way the reproduction 

operator works. The crossover and mutation operators 

remain as usual. Before the selection is performed, the 

non-dominated individuals present in the population are 

assumed to constitute the first identified from the current 

population. Then all these individuals present in the 

population are assumed to constitute the first non-

dominated front in the population and assigned a large 

dummy fitness value. The same fitness value is assigned 

to give an equal reproductive potential to all these non-

dominated individuals. 
In order to maintain the diversity in the population, the 

classified individuals are then shared with their dummy 
fitness values. After sharing, these non-dominated 
individuals are ignored temporarily to process the reset of 
population in the same way to identify individuals for the 
second non-dominated front. These new set of points are 
then assigned a new dummy fitness value which is kept 
smaller than the minimum shared dummy fitness of the 
previous front. This process is continued until the entire 
population is classified into several fronts. The population 
is then reproduced according to the dummy fitness values. 

D. MATHEMATICAL MODELLING 

To implement a higher level description of design stage 

the model used to evaluate the solution is quite crucial. 

Such an accurate mode will leads to a feasible 

implementations according o the goals and constraints of 

the design. The fitness of the individuals with respect to 

each one of the selected objectives like area, time and 

power must be efficiently computed based on appropriate 

models. So here we are presenting our first model is to 

evaluate the assignment solutions and the second one is to 

be evaluate the mapping solutions. 

 

E. Assignment Fitness Evaluation 

For an assignment solution so, the fitness can be 

measured. On silicon area, the approximate execution 

time and the power consumption required, when the 

application is executed. In this part of evaluation only 

computation time and power due to computation can only 

be considered when the actual allocation when the IPs are 

mapped within the NoC resource nodes are known. Some 

of the characteristics are quantified below.  

 

1) Hardware Area 

To compute the required area, it is necessary to add 

up the area of each processor used in a given solution. A 

simpler method to identify the processor of solution is by 

grouping the nodes of same processor and identifying the 

nodes of dedicated processors. The following equation-3 

shows how to compute the area of solution, wherein the 

function provides a set of non-dedicated processor used in 

this project.  

 

( ) ( [t]) [t]a a dedicatedTF
t TG

Area area aS SS


  (3)  

 

2) Execution Time 

        It is necessary to find the critical path of ACG, when 

we are in need to compute the execution time required by 

a solution. It can be found by visiting all nodes of all 

paths and recording the execution time of the slowest 

path. Sequential scheduling of the tasks must be done for 

the tasks that should be executed in parallel which are 

allocated in the same processor. 

The following equation-4 shows the details of 

this computation. Wherein, the function returns all 

possible paths of the task graph „G‟, function returns the 

set of all tasks in the ACG that may be executed in the 

parallel with task „t‟ and are associated with the same 

processor in the solution, function informs all the tasks 

that depends on the execution of and that are also 

allocated to the same processor in 

 

(GT)
( ) ( T( ))( [t])maxa M C aTF

t M

Time time aS SS


     (4) 

 

3) Power Consumption 

 

The power consumption of each IP must be added in-

order to compute the power consumption of application. 

Equation-5 shows which represents the power 

consumption when a task  is executed by its assigned IP 

in a solution. 

 

( )
ta

t TG

Power S P


    (5) 
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4) Mapping fitness evaluation 

The fitness of the mapping solution can be measured 

in terms of the silicon area that would be used to 

implement the NoC-based application, the execution time 

and power consumption. Some of the characteristics are 

quantified below. 

In order to compute the area required by a given 

mapping, we need to know about the area required for the 

processors used and by the channels and switches. The 

following equation-6 describes about the total area of a 

given mapping solution. 

 

(TG)

(TG)

( )

( [ ] , [ ] )

( [ ] , [ ] )

. .

. .

Sm m A C

m src res m tgt res
d e

S

m src res m tgt res
d e

CH

SW

Area S Area areaA

S d S d

area

S d S d





  









       (6)  

   

Here, the communication channel and switch areas 

are the represented as constants. 

In the considered solution, the execution time is 

evaluated based on the prescribed mapping. The execution 

time of the application with respect to a given mapping 

solution will not be returned. There are some situations 

which will increase the execution time of the application 

while analyzing the mapping problem. 

(i) The communication channels which shares common 

source with parallel tasks. 

(ii) The communication channels which shares common 

target with parallel tasks. 

The following equation-7 describes about the 

execution time considering the computation and 

communication for a given mapping solution. 

 
'

(GT)
( ) ( (Q) (Q) (Q))maxm Q C p c

Time S Time Time T
         (7)   

 

The power consumed due to processing and a 

communication should be necessarily considered while 

compute the power consumption of a given mapping is 

explained in equation-8. 

 

( ) ( ) ( )
m P m C m

Power S Power S Power S       (8) 

 

Where, 

[t]TF
( )

m
P m

t TG
SPower S Power



   

and 

'

.

(t , )
( )

'[t] [ ]
res res

bitC m d
t TG

S S tm m
tPower S Vol E


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IV   SIMULATED OUTPUT  
In this paper we have simulated the output of the 

router, which plays a key role in NoC interconnection. 
Thereby we can get a clear-cut knowledge about the 
process of a router. Here we are using Xilinx version 12.2 
to simulate its output. From the output the input and the 

output parameters can be analyzed easily. The 
functionality of the internal components in the buffer 
element can be briefly understood from the data types used 
in the stimulated output. The data types of the received 
output from the buffer element are logics, arrays and 
integer types. The width, depth and the threshold values 
are of integer type which can be a fixed value. Clock (clk), 
reset, data input (din), read and write values are given as 
inputs to the buffer element. The data output (dout) and the 
output of full adder and half adder will be arrayed data 
types. The full adder and half adder values are single 
logical datatype whereas din and dout are dual arrayed 
one. 

 
 

Fig 5.  Simulated output of a buffer element 
 

V  CONCLUSION 

 

The problem of assigning and mapping IPs are NP-

hard problems and key research problems in NoC design 

field. The approaches have been then evaluated and 

compared, in terms of both accuracy and efficiency, on a 

platform based on an event-driven trace based simulator 

which makes it possible to take account of important 

dynamic effects that have a great impact on mapping. The 

network connectivity in our NoC is guaranteed by 

partitioning the entire links into two sets and keeping the 

connection of the links of one of the sets fixed. Simulation 

results showed the mechanism of how a buffer element 

plays its role in NoC communication. And we are going 

to design a NoC architecture which consumes less power 

and reduced average communication latency when 

compared to a conventional NoC. The work described in 

this paper can be used as a basis of any automatic 

synthesis tool of NoC-based embedded system. Of course, 

besides the assignment and mapping stages, this tool will 

be benefiting for the systematization of other stages of the 

synthesis process. 
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