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ABSTRACT: Now a days web plays an important role in the distribution of information from different sources to the 

users. The main problem that comes into play is called Information overloading where, search engines retrieve plenty 

of contents related to any keyword query that are provided by the users. Users prefer the fast retrieval of data while 

browsing the portals. Here comes the importance of content recommendation. Content recommendation helps to 

overcome information overloading problem by choosing the best matching contents. Thus users get better response 

without wasting their time. Most of the recommendation systems face various difficulties while identifying high quality 

items and providing this to users.  So this is our motivation for conducting an analysis on content recommendation. 

Here we compare different methods for content recommendation. 

 

KEYWORDS: information overloading, keyword query, fast retrieval, content recommendation, recommendation 

systems. 

 

I. INTRODUCTION 

 

Web is an important medium to satisfy a user who seeks information about any topics. Due to the explosive growth of 

social network websites and online user generated content systems personalization is a desirable feature for each 

website. While browsing on a portal website, time is less and amount of data resulting from search engine is more. To 

optimize content delivered to a user most of the search engines use content recommendation. The software tools and 

techniques providing suggestions for items to be of use to a user are called content recommendation. Recommender 

systems are a subclass of information filtering system which predict the users rating or preference on an item. The 

suggestions given by the recommendation system are based on user’s decision making process etc like what to buy, 

what to read, what to watch. The term content item is used to denote what the system recommends to a user.  

 

    In recent years recommendation systems are used everywhere. The main characteristic of a recommendation system 

is that they draw the interest of user and provide better response to a user. The main application areas are movies, news, 

books, research articles, search queries and products like dress, fancy, electronic gadgets etc. And also there are 

recommendation systems for restaurants, life insurance, financial services, jokes, experts, twitter followers etc. 

 

      In the first section below, we describe the methods most popularly used for building recommendation systems such 

as collaborative filtering, content based predictor, knowledge based method , demographic filtering and Hybrid content 

based collaborative filtering method. In second section there is a comparison on different methods. The third section 

deals with the advantages of content recommendation in portal websites and then the last one is the concluding part of 

our paper. 

 

II. RECOMMENDATION TECHNIQUES 

 

       Different techniques [8] are used in content recommendations for search engines. [9] Recommender systems 

typically produce a list of recommendations in one of two ways - through collaborative or content-based filtering.[1] 

Each method has its own strengths and weaknesses. 

 

 



               

                   
                  ISSN(Online): 2320-9801 

              ISSN (Print):  2320-9798                                                                                                                                 

International Journal of Innovative Research in Computer 

and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

Vol. 3, Issue 1, January 2015 

Copyright to IJIRCCE                                                                   10.15680/ijircce.2015.0301017                                                     335 

     

A. Collaborative Filtering 

       The most popular and widely used method in recommender systems is Collaborative Filtering. This approach 

builds a model from user’s past behaviour as well as similar decisions made by other users, then use that model to 

predict items to a user. In fig.1, CF systems collect user feedback as user ratings for content items and exploit 

similarities and differences among other users. Similarity in taste of two users is calculated based on the similarity in 

the rating history of users.   This is why the technique got the name collaborative filtering which means people-to-

people correlation.[3] In domains where there is not much content associated with items or where the content is 

difficult to analyse ideas, we use CF. This system has the ability to recommend items that are relevant to a user. These 

two are the advantages of collaborative filtering over other methods. So CF systems are widely used to develop 

recommender systems. There are four problems associated with recommendation based on CF, they are: [2] 

 

 Sparsity: User item-rating matrix is sparse because most of the users do not rate most of items. Thus even 

most popular item has very few ratings. So it is difficult to find users with similar ratings. This problem occurs when 

systems have high item-to-user ratio or when the system is in initial stage of use. 

 First –rater problem: An item cannot be recommended unless a user has rated it before. This problem occurs 

for new content items. 

 Cold Start: To make accurate recommendations CF systems need a large amount of existing data on a user. 

 Scalability: There are millions of users and products. So a large amount of computation power is necessary to 

calculate recommendations. 

 
Fig.1. Collaborative Filtering 

B. Content Based  

        In this method recommendation is from a set of items with similar characteristics.[3]Content based predictor 

method is  based on description of item and a profile of user’s preference. In fig.2, CB system keywords are used to 

describe items and user profile is created to indicate the items which that user likes. User profile creation is based on 

two type of information. One is user’s preference and other is user interaction history. The system first learns items that 

are similar to the ones user liked in the past. Then create a content based profile of users based on weighted vector of 

item features. Similarity of items is calculated based on the features associated with the compared items. Weights 

denote the importance of an item to a user. Like or dislike is a form of direct feedback from a user so it can be used to 

assign higher or lower weights. Various candidate items are compared and best matching items are recommended. As 

an example, if a user has rated a video as comedy category then he/she gets further recommendation from that category. 

CB method can uniquely characterize each user. The main disadvantages of content based predictor are: 

 

 Limited capability to recommend content items that are new to the site.[1] 

 Whether the system is able to learn user preferences from user actions. 

 When system is limited to recommending content of same type as user already using, the value from 

recommendation system is less than when other content types from other services can be recommended. 
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Fig. 2. Content Based Predictor 

C. Knowledge Based Method 

Knowledge based systems [5] uses the knowledge about users and products. In fig.3, knowledge based method 

recommends items based on inferences about a user’s needs and preferences. In this method first find knowledge about 

how certain item features meet users’ needs and preferences and, how the item is useful for the user. Then estimate a 

similarity function for how much the user needs match the recommendations. Similarity score can be directly 

interpreted as the source of recommendation for the user. [7]Advantages of knowledge based methods are, it doesn't 

have the “ramp-up” problem since its recommendations don’t depend on any database of user ratings. Users are 

interested in understanding the information space and they make details more on their needs. The judgements of this 

method are independent of individual tastes so there is no need to collect information about a particular user. There are 

some disadvantages to this method. To make useful recommendations the system need a knowledge database. This 

knowledge base need frequent updating to keep up with the ever-changing consumer ratings and preferences. This 

system only gives static suggestions so user gets what is contained in the database. 

 
 

Fig. 3. Knowledge Based Method 

 

D. Demographic Filtering 

This system recommends items based on the demographic profile of the user. [3]This method use different 

demographic attributes, such as age, gender, and occupation, for recommendation purpose. Different recommendations 

are generated for different demographic locations by combining the ratings of users in those locations. 

Recommendation based on demographics is simple and effective. As an example, users are send to a particular Web 



               

                   
                  ISSN(Online): 2320-9801 

              ISSN (Print):  2320-9798                                                                                                                                 

International Journal of Innovative Research in Computer 

and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

Vol. 3, Issue 1, January 2015 

Copyright to IJIRCCE                                                                   10.15680/ijircce.2015.0301017                                                     337 

     

sites based on their language or country. In demographic recommendation, fig.4 suggestions may be based on the age 

of the user. This method is mainly used in marketing field. Demographic attributes avoid cold start problem. [4] 

 
Fig. 4. Demographic Based Recommendation [4] 

 

E. Hybrid Recommender System 

All the methods we described have their own strengths and weakness. So we adopt a hybrid recommender system by 

combining two or more recommendation techniques to get better content optimization. The most popular hybrid 

method combines Content based predictor and Collaborative filtering recommender systems. [10]By combining content 

and collaboration an elegant and effective framework can be developed. Hence the name Content Based Collaborative 

Filter(CBCF).[2] This can be implemented in different ways: By making content based and collaborative predictions 

separately and then combining them; by adding content based predictions to a collaborative filter; by unifying both 

methods into a single one. In fig.5, a Content based Collaborative filter performs better than a pure content based 

predictor or pure collaborative filter.[1] In CBCF, content based predictor is used to enhance existing user data and then 

provides personalized suggestions through collaborative filtering. This method is effective and provides more accurate 

recommendation to a user. CBCF [6] also overcome problems like cold start and sparsity problem. It also overcome 

first rater problem. CBCF can improved by improving content based predictor or collaborative filtering methods. 

 
 

Fig. 5 Content Based Collaborative Filtering 
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III. COMPARATIVE STUDY 

 

TABLE I 

Comparison of Recommendation Methods 

Method Advantages Disadvantages 

Collaborative  Filtering  Domain 

knowledge not needed. 

 Quality 

improves over time. 

 Personalized 

recommendations. 

 

 Sparsity 

 Cold start problem 

 Scalability 

 First rater problem 

 Quality dependent on 

large historical data set. 

 

Content Based Predictor  Uniquely 

characterize each user. 

 Limited capability to 

recommend content items that are 

new to the site. 

 

Knowledge Based  

predictor 
 No ramp-up 

required 

 Detailed 

qualitative preference 

feedback 

 Sensitive to 

preferences changes 

 

 Keep up with 

knowledge database 

 Suggestion ability is 

static. 

 

Demographic Filtering  Can identify 

niches precisely. 

 Simple and 

effective 

 Sensitive to 

preference changes 

 

 Keep up with 

knowledge database 

 Suggestion ability is 

static. 

 

Hybrid Method  Sensitive to 

preferences changes 

 Quality 

improves over time. 
 Personalized 

recommendations 

 Knowledge engineering. 

 

 

IV. ADVANTAGES OF RECOMMENDER SYSTEM 

 

 It increases user satisfaction. 

 Increase number of items sold. 

 Sell more diverse contents. 

 Increase user fidelity. 

 Better understanding what the user wants. 

                

V. CONCLUSION 

 

This paper analyses various techniques used for content recommendation and there comparison. Content 

recommendation is an important process in websites. So the method should be selected properly. The first method 

collaborative filtering builds a model from user’s past behaviour as well as similar decisions made by other users, and 

then uses that model to predict items to a user. Content based predictor method is based on description of item and a 

profile of user’s preference. Knowledge based systems uses the knowledge about users and products. Demographic 
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filtering system recommends items based on the demographic profile of the user. Hybrid method combines content 

based predictor and collaborative filtering method. Among these methods the most widely used method is hybrid 

method. It overcomes the shortcomings of single recommender methods. 
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