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ABSTRACT: World Wide Web is an ever-growing public library with hundreds of millions of books without any 
central management system. Finding a piece of information without a proper directory is like finding a middle in a 
haystack. Various search engines solve this problem by indexing an amount of the complete content that is available in 
the internet. For accomplishing this job, search engines use an automated program, known as a web crawler. The most 
vital job of the web is information retrieval, that too with proper efficiency. Web Crawler helps to accomplish that, by 
helping search indexing or by helping in making archives. Web Crawler automatically visits all the available links 
which is further indexed. But, usage of web crawler is not limited to only search engines, but they can also be used for 
web scrapping, spam filtering, identifying unauthorized use of copyrighted content, identifying illegal and harmful web 
activities etc. Web Crawler faces various challenges while crawling deep web content, multimedia content etc. Various 
crawling techniques and various web crawlers are available and discussed in this paper. 
 
KEYWORDS: Web Crawler, Web Search, Web Indexing, Search Engines, WWW, Crawling techniques, Crawler 
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I. INTRODUCTION 
 
The web is just like an ever-growing public library with hundreds of millions of books without a proper central 

management system. So, it is essential to index the web properly to retrieve required information efficiently. Currently 
World Wide Web provides a huge source of information, that can easily be accessed using any search engine, to extract 
valuable information out of this haystack. Searching all the web servers at real-time is not a realistic approach. So, all 
the pages need to be indexed properly beforehand. Google, Bing and other various search engines tries to index as 
much as possible. Search engines accomplish this in two main phases – Crawling and Indexing. 

Everyday many new webpages are added and information present in existing websites gets changed. [1]. Due to the 
extremely large number of pages present on Web, the search engine depends upon crawlers for the collection of 
required pages [2]. For this reason and many other an automated program known as Web Crawler is used. 

A Web Crawler, also known as a Web Spider or simply as a bot, is an internet based program that systematically 
browses the World Wide Web. A web crawler can identify all links in each page and then recursively continues. Web 
Crawlers also can extract content, that can be used for web scrapping. Web Crawler is used for many web systems 
starting from a simple program for just website backup to a major search engines like Google, Microsoft Bing etc. 
These search engines use this routinely to visit those enormous number of web pages, which are then indexed and made 
available upon user’s search request. For that reason, characteristics of the crawler used such as coverage, refresh rate 
etc. directly effects the quality of search result returned. Apart from just using it just for search engines, web crawlers 
have a wide array of usage web data mining and extraction, social media analysis, detection of web spam and 
fraudulent web sites, finding unauthorized use of copyrighted content (music, videos, texts, etc.), identification of 
illegal and harmful web activities (e.g., terrorist chat rooms), etc [3]. 

II. WEB CRAWLER  
 

A. History of Search Engines & Web Crawlers 

The concept of hypertext and a memory extension really brought into life in July of 1945 by Vannevar Bush's As We 
May Think, that was published in The Atlantic Monthly where he urged scientists to work together to help build a body 
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of knowledge for all man-kind. He not only was a firm believer in storing data, but he also believed that if the data 
source was to be useful to the human mind we should have it represent how the mind works to the best of our abilities. 
He then pro-posed the idea of a virtually limitless, fast, reliable, extensible, associative memory storage and retrieval 
system. He named this device a memex [4]. 

Gerard Salton was the father of modern search technology developed at Harvard and Cornell, the SMART (Salton’s 
Magic Automatic Retriever of Text) information retrieval system. Followed by Ted Nelson’s project Xanadu and, he 
coined the term hypertext. His goal with Project Xanadu was to create a computer network with a simple user interface 
that solved many social problems like attribution [4]. 

Advanced Research Projects Agency Network or ARPANet which eventually lead to the Internet, was established 
way back in 1969. In 1990, the first search engine came into existence known as “Archie” - shortened from “Archives” 
which downloaded the directory listings from specified public anonymous FTP (File Transfer Protocol) sites into local 
repository, in a specified frequency. In 1991, “Gopher” protocol was created, that indexes plain text documents. 
“Jughead” & “Veronica” was two of the popular search engines created using this protocol. With the introduction of 
the World Wide Web by Sir Tim Berners-Lee in 1991, numerous of these Gopher based sites changed to web sites that 
were properly linked by HTML links [5]. 

In 1993, the first ever web crawler – “World Wide Web Wanderer” or simply Wanderer, was created by MIT to 
measure the size of the World Wide Web [6]. Later this was further developed to retrive URLs that were then stored in 
a database called Wandex, the first web search engine [7] followed by “Aliweb”. This index contains a list of URLs 
and user written keywords and descriptions.  

Initially, crawlers caused much controversy because it can crawl any link it gets, increases network overhead as well 
as crawls unwanted links, but this issue was later resolved in 1994 with the introduction of the Robots Exclusion 
Standard [8] which allowed web site administrators to block crawlers from retrieving part or all of their sites [5]. Also 
in the same year, first official “WebCrawler” was launched [9], which was the first “full text” crawler and search 
engine. The “WebCrawler” permitted the users to explore the web content of documents rather than the keywords and 
descriptions written by the web administrators, reducing the possibility of confusing results and allowing better search 
capabilities. During that period, commercial search engines such as Yahoo, Altavista started coming into existence. In 
the late 1997, Google was launched, capturing the majority of the market share, thanks to its simple user friendly 
interface and unbiased search results that were reasonably relevant, and a lower number of spam results [10]. These last 
two qualities were due to Google’s use of the PageRank [11] algorithm and the use of anchor term weighing [12]. 

While early crawlers dealt with relatively small amounts of data, modern crawlers, such as the one used by Google, 
need to handle a substantially larger volume of data due to the dramatic enhance in the amount of the Web [5]. 

 
B. Working Principle 

The structure of the World Wide Web can be viewed as a directed graph, where everything is present in a hierarchy. 
When a page is visited, it contains links to other pages. While viewing the Internet as a directed graph, web pages can 
be considered as nodes and the hyperlinks can be considered as edges. So, we can summarize the search operation as 
traversing a directed graph. Following this linked hierarchical structure, a web crawler can start with a given page and 
then visit to all those pages whose links are given in that page. For this way of traversing or crawling the graphical net 
like structure, they are also known as spiders, and be-cause this process is automated, these web crawlers are also 
known as robots. Web crawlers are designed to retrieve Web pages and insert them to local repository. Crawlers are 
basically used to create a replica of all the visited pages that are later processed by a search engine that will index the 
downloaded pages that help in quick searches [13].  

The working of Web crawler stars with an initial set of URLs known as seed URLs. Then it downloads all the web 
pages for the seed URLs and extract new links present in those downloaded pages. The retrieved web pages are then 
stored and well indexed on the storage area so that by the help of these indexes they can later be retrieved. The 
extracted URLs from the downloaded page are then matched with the existing ones to know whether they are already 
indexed or downloaded or not. If they are not, the URLs are again assigned to web crawlers for further crawling. This 
process is continued recursively till there are no new links to be explored [3].  

Figure 1 tries to depict how a web crawler works in a very simple manner. Digging a little deep, the scheduler and 
the queue together known as “Crawler Frontier” which stores the list of URLs to visit, a Multi-threaded downloader, 
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also known as “Page Downloader” which downloads pages from the World Wide Web and a storage, known as “Web 
Repository” which receives the web pages received from the crawler and stores them in a database. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Simple Working of a Web Crawler 
 

Crawler frontier: It contains the list of unvisited URLs. The list is set with seed URLs which may be delivered by a 
user or another program [14]. Simply it’s just the collection of URLs. The working of the crawler starts with the seed 
URL. The crawler retrieves a URL from the frontier which contains the list of unvisited URLs. The page corresponding 
to the URL is fetched from the Web, and the unvisited URLs from the page are added to the frontier [15]. The cycle of 
fetching and extracting the URL continues until the frontier is empty or some other condition causes it to stop. The 
extracting of URLs from the frontier based on some prioritization scheme [11] [16]. 

Page downloader: The main work of the page down-loader is to download the page from the internet corresponding 
to the URLs which is retrieved from the crawler frontier. For that, the page downloader requires a HTTP client for 
sending the HTTP request and to read the response. There should be timeout period needs to set by the client to ensure 
that it will not take unnecessary time to read large files or wait for response from slow server. In the actual 
implementation, the HTTP client is restricted to only download the first 10KB of a page. [15] [11]. 

Web repository: It use to stores and manages a large pool of data "objects," [17] in case of crawler the object is web 
pages. The repository stores only standard HTML pages. All other media and document types are ignored by the 
crawler [18]. It is theoretically not that different from other systems that store data objects, such as file systems, 
database management systems, or information retrieval systems. However, a web repository does not need to provide a 
lot of the functionality like other systems, such as transactions, or a general directory naming structure [17]. It stores 
the crawled pages as distinct files. And the storage manager stores the up-to-date version of every page retrieved by the 
crawler [13].  
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C. Basic Crawling Algorithm  

The basic steps a web crawler performs are as follows: 
1. Insert seed URL or URLs to the frontier 
2. Select a URL from the frontier based on the 

specified policies.  
3. Fetch the corresponding web page 
4. Parse the retrieved web page to extract the 

URLs. 
5. Add all the unvisited links to the frontier. 

Repeat from step 2 till the frontier is empty. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Basic flow chart of web crawling process 

D. Web Crawling Algorithm 

Web crawlers use various search algorithms to perform the crawling process. Some of the search algorithms are as 
follows: 
 Breadth First Search 
 Best First Search 
 Fish Search 
 A* Search 
 Adaptive A* Search 

Breadth First Search: Breadth First Search is the simplest form of crawling algorithm. It starts with a link and keeps 
on traversing the connected links without taking into consideration any knowledge about the topic. Since it does not 
consider the relevancy of the path while traversing, it is also known as the Blind Search Algorithm. It is considered to 
give lower bound on efficiency for any intelligent traversal algorithm [19]. 
Best First Search: Best First Search is a heuristic based search algorithm. In this approach, relevancy calculation is 
done for each link and the most relevant link, such as one with the highest relevancy value, is fetched from the frontier. 
Thus, every time the best available link is opened and traversed [19]. 
Fish Search: Fish Search is a dynamic heuristic search algorithm. It works on the intuition that relevant links have 
relevant neighbours; hence it starts with a relevant link and goes deep under that link and stops searching under the 
links that are irrelevant. The key point of Fish Search algorithm lies in the maintenance of URL order [19]. 
A* Search: A* uses Best First Search. It calculates the relevancy of each link and the difference between expected 
relevancy of the goal web-page and the current link. The sums of these two values serve as the measure for selecting 
the best path [19]. 
Adaptive A* Search: Adaptive A* Search works on informed heuristics to focus its searches. With its each iteration, it 
updates the relevancy value of the page and uses it for the next traversal. The pages are updated for log(Graph Size) 
times, (after log(Graph Size) times the overhead of updating is much more than the improvement that can be achieved 
in getting more relevant pages) and then normal A* traversal is done [19]. 
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E. Crawling Polices 

A web crawler is as good as the enforced policies. The behaviour of a web crawler is an outcome of combination of 
various policies. Such as: 

• Selection Policy: States the web pages that to be downloaded 
• Re-visit Policy: States when to check for changes to the pages, after what duration. 
• Politeness Policy: States how to avoid overloading Web sites, enforcement of Robot Exclusion Standards. 
• Parallelization policy: states how to coordinate distributed Web crawlers. 
 

F. Robots.txt 

This comes under the Politeness policies. To avoid over-loading servers and to stop crawler from crawling 
unintended places, this mechanism exists. Under this mechanism, public sites not wishing to be crawled or parts of the 
site not wishing to be crawled should make this known to the crawling agent. For instance, including a robots.txt file 
can request bots to index only parts of a website, or nothing at all. 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

Fig. 3. Robots.txt file of Microsoft.com 

 
In the figure 3, a screenshot of the current robots.txt file of 
Microsoft.com is given where rules for the crawlers are 
mentioned. Disallow rule notifies the crawler what are the 
locations that need not be crawled. 

G. Content awareness: Pull vs. Push model 

Content awareness (or "content collection") is usually either a push or pull model. In the push model, a source 
system is integrated with the search engine in such a way that it connects to it and pushes new content directly to its 
APIs. This model is used when real-time indexing is important. In the pull model, the software gathers content from 
sources using a connector such as a web crawler or a database connector. The connector typically polls the source with 
certain intervals to look for new, updated or deleted content [20]. 

Pull model is preferred over push model. In this model, site owners are known as Web Content Provider and crawler 
operators are known as Web Aggregators. Aggregator pulls content, it is not pushed to aggregators. Pull is just easier 
for both parties. No ’agreement’ be-tween provider and aggregator [3]. 

Pull model also has certain disadvantages: avoiding redundant requests from crawlers, more control over the content 
from providers 
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III. CRAWLING TECHNIQUES 
A. General Purpose Crawling 

A general-purpose Web Crawler collects as many pages as it can from a set of URLs and their links. In this, the 
crawler can fetch many pages from different locations. General purpose crawling can slow down the speed and network 
bandwidth because it is fetching all the pages [3]. 

 
B. Focused Crawling 

Focused Crawler is the Web crawler that tries to download pages that are related to each other [18] [21]. It collects 
documents which are specific and relevant to the given topic [5] [22].  It is also known as a Topic Crawler because of 
its way of working [21] [23]. The focused crawler determines the following – Relevancy, Way forward. It determines 
how far the given page is relevant to the particular topic and how to proceed for-ward. The benefits of focused web 
crawler is that it is economically feasible in terms of hardware and net-work resources, it can reduce the amount of 
network traffic and downloads [24]. The search exposure of focused web crawler is also huge [25] [26].  

 
C. Incremental Crawling 

A traditional crawler, in order to refresh its collection, periodically replaces the old documents with the newly 
downloaded documents. On the contrary, an incremental crawler incrementally refreshes the existing collection of 
pages by visiting them frequently; based upon the estimate as to how often pages change [18]. It also exchanges less 
important pages by new and more important pages. It resolves the problem of the freshness of the pages. The benefit of 
incremental crawler is that only the valuable data is provided to the user, thus net-work bandwidth is saved and data 
enrichment is achieved [27] [28].  

 
D. Distributed Crawling 

Distributed web crawling is a distributed computing technique.  Many crawlers are working to distribute in the 
process of web crawling, in order to have the most coverage of the web. A central server manages the communication 
and synchronization of the nodes, as it is geographically distributed [25]. It basically uses Page rank algorithm for its 
increased efficiency and quality search. The benefit of distributed web crawler is that it is robust against system crashes 
and other events, and can be adapted to various crawling applications [29].  

 
E. Parallel Crawling 

Multiple crawlers are often run in parallel, which are referred as Parallel crawlers. A parallel crawler consists of 
multiple crawling Processes [30] called as C-procs which can run on network of workstations [31]. The Parallel 
crawlers depend on Page freshness and Page Selection [32]. A Parallel crawler can be on local network or be 
distributed at geographically distant locations [25]. Parallelization of crawling system is very vital from the point of 
view of downloading documents in a reasonable amount of time [31]. 

IV. APPLICATIONS  
A. Web Search Engines 

 One of the main application of crawlers is web search engines 
 Search engines periodically visits websites to index new websites and to update changes in existing websites. 
 Helps users to obtain information easily. 
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B. Web Archiving 

 Typically done using batch crawlers 
 Digital preservation 
 The biggest: Internet Archive 
 

C. Vertical Search Engines 

 Data aggregating from many sources on certain topic 
 E.g., apartment search, car search 
 
 

D. Web Data Mining  

 Typically done using Focused Crawlers. 
 For example, opinion mining 
 Or digests of current happenings on the Web (e.g., what music people listen now) 
 

E. Web Monitoring 

 Monitoring sites/pages for changes and up-dates 
 

F. Detection of malicious web sites 

 Typically, a part of anti-virus, firewall, search engine, etc. service 
 Building a list of such web sites and inform a user about potential threat of visiting such 
 

G. Web site/application testing 

 Crawl a web site to check a navigation through it, validity the links, etc. 
 Regression/security testing a rich internet application (RIA) via crawling 
 Checking different application states by simulating possible user interaction events (e.g., mouse click, time-out)  
 

H. Copyright violation detection 

 Crawl to find (media) items under copyright or links to them 
 Regular re-visiting ’suspicious’ web sites, forums, etc.  
 

I. Detection of illegal activities 

 Crawl to find terrorist chat rooms 
 Finding web pages engaged in illegal activities such as selling controlled substance.  
 

J. Web Scraping 

 Extracting particular pieces of information from a group of typically similar pages 
 When API to data is not available 
 Interestingly, scraping might be more preferable even with API available as scraped data often more clean and 

up-to-date than data-via-AP 
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K. Web Mirroring 

 Copying of web sites 
 Often hosting copies on different servers to ensure constant accessibility 
 

V. CHALLANGES  
A. Collaborative Crawling 

One of the major issues during this is that lots of redundant crawling. To get a data, often on a specific subject, need 
to crawl broadly and only a small subset is actually used. In a way, it is reconsidering pull/push model of content 
delivery on the Web [3].  

 
B. Deep Web & Dark Web Crawling 

 

 
 
 
 
 
 
 
 
 

 
Fig. 4. Structure of the World Wide Web 

 

 
 
 
 
 
 
 
 
 
 

Fig. 5. Surface Web vs Deep Web vs Dark Web 
 
The whole website can be categorized into three categories – Surface Web, Deep Web & Dark Web. Surface Web is 

that small portion of the WWW, which the search engines can index. It consists of around 10% of the complete 
Internet. Web Crawlers can easily crawl this space. Next comes the Deep Web. This is not necessarily the illegal part of 
the web. This consists of 90% of the Internet, includes all unindexed data. Certain portion of the deep web is known as 
dark web. This is also unindexed. Also, this portion has restricted access. For example, many sites are TOR-Encrypted 
and can only be accessed from the Tor Network. Web crawlers cannot crawl the deep or the dark web due to robot 
exclusion standard and other policies [33].  

Bots, which doesn’t honour the politeness policy, can still crawl the deep web & dark web.  Dark Web is where user 
can operate without been tracked, maintaining total anonymity. The Dark Web is much smaller than the Deep Web and 
is made up of all different kinds of websites that sell drugs, weapons and even hire assassins. These are hidden 
networks avoiding their presence on the Surface Web, and its URLs are tailed up with .onion typically. 'The Onion 
Browser,' referred to as Tor can be used to access such web pages. There are various dark and deep web search engines 
in the Tor network that can be used to search in this segment of the Internet. So, eventually these search engines 
perform deep web crawling [34]. 

 
C. Crawling Multimedia Content 

Typical web crawlers are text based. So, crawling multimedia content is not possible by them. Also, if a crawler 
performs multimedia crawling, bigger load is imposed on web sites since files are bigger. Also, resolving duplicates is 
also a big issue with multimedia. But multimedia crawling is important, as this includes more copyright issues.  
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While typical web crawlers use metadata of a multimedia content, which typically given in the “alt” tag, there are 
other approaches also exists. API-directed crawling is one of those methods. Using two separate crawlers, one for 
regular web content and another API-directed crawler can be used for better performance.  

 
D. Other Crawling Challenges 

Ordering policy: 
• Resources are limited, while number of pages to visit essentially infinite 
• Decision should be done based on URL itself 
• PageRank-like metrics can be used to resolve this issue. 
• More complicated in case of incremental crawls 

Focused crawling: 
• To resolve problems during focused crawling, avoid links leading to content out of the topic of interest 
• Setting a good seed is a challenge 

Re-visiting policy: It is difficult to set a perfect re-visiting policy as by the rate contents are updated of different web 
pages are different. Revisit very late may miss out latest content, on the other hand, revisiting very soon will increase 
unnecessary network traffic.  
Generating good seed URLs: A crawler strats its work with seed URLs. If proper seed URLs are not provided to the 
crawler, then it won’t be able to retrieve required set of web pages. Generating good seed URLs is always a challenge 
as no general algorithm exists for this purpose. This issue is even severe during focused crawling. 
Avoiding redundant content:  

• Avoid visiting duplicate pages (different URLs leading to identical or near-identical content) - Near-duplicates 
might be very tricky (think of a news item propagation on the Web) 

• Avoid crawler traps 
• Avoid useless content (i.e., web spam)  

VI. SIMULATION AND RESULTS 
 

For simulation purposes, two web pages have been taken. The first webpage is the webpage of one of the 
authors: - http://www.soumick.com. This website is a single page website and contains all the subpages like intro, work 
etc. as divs in a single main page. So, there is no internal links that to be crawled.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Fig. 6. Internal and External links after scrawling soumick.com 

http://www.ijircce.com
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As shown in figure 6, after soumick.com is crawled, it fetched only one internal link as this is a single page website and 
it fetched all the external links like research gate, academia, orcid, github etc. whatever was present in that website. 
But, as discussed earlier, the web crawler was unable to crawl multimedia contents such as photographs.  This was a 
general-purpose crawling performed using the Breadth First Search algorithm following the pull model. During this 
crawling process, crawling was restricted to one level of external links. If this restriction would not have been placed, 
then the next step of crawling would have been performed by crawling those external links obtained. Here, the seed 
URL was soumick.com and all the URLs internal and external URLs fetched from it, was stored in the crawler frontier. 
Each unvisited links is fetched and then crawled. This example had only one internal link, and crawling external links 
were blocked, so the crawling process ended only after one iteration.  

 Second website taken for simulation was http://www.supernovatechlink.in. After crawling this website, 19 
internal and 37 external links were found. Homepage of this website had certain links, such as company.html 
software.html contact.html those were stored in crawler frontier. Then again recursively those pages were crawled and 
further links like contact.aspx were found, that again stored in frontier for further crawling, which obtains link such as  
maps.google.co.in In this manner, a crawling starts  from a set of seed URLs and then continues recursively until the 
terminating condition is reached – like in this example, terminating condition was if external link found, crawling 
should stop. 

VII. VARIOUS CRAWLER BOTS 
 
 Search Bots: There are various crawlers available. Among various popular search bots, Googlebot, which is 

used by google is definitely the most famous one, where Bingbot by Microsoft is at the second position 
o Googlebot – Search bot used by Google Search 
o Bingbot – Search bot used by Bing search engine by Microsoft 
o Slurp Bot – Yahoo Search results come from the Yahoo web crawler Slurp and Bing’s web crawler 

Bingbot, as a lot of Yahoo is now powered by Bing. 
o DuckDuckBot – DuckDuckBot is the Web crawler for DuckDuckGo, a search engine that has become 

quite popular lately as it is known for privacy and not tracking the user. It now handles over 12 million 
queries per day. 

 Non-search Web Crawlers: The application of Web Crawlers are not limited to search engines. As discussed 
earlier, web crawlers can be used for various other purposes, such as – for web scrapping, web archiving, web 
page ranking etc. 

o Facebook External Hit – Facebook allows its users to send links to interesting web content to other 
Facebook users. This bot allows to crawl and collect information about these links. 

o Google Plus Share – This is the Google Plus alternative to the Facebook External Hit. Google plus 
users can share links using +1 button. 

o Google Feedfetcher – This bot is used by Google to grab RSS or Atom feeds when users choose to add 
them to their Google homepage or Google Reader. 

o Alexa Crawler – Alexa periodically crawls web pages to provide them rankings using this bot. 

VIII. CONCLUSION 
 
Web crawlers are one of the most important pillars of the modern World Wide Web. From web search to data 

analysis – web crawler is crawling with importance. Internet brings a lot of information to the user, but there should be 
proper indexing in place to obtain those in-formation efficiently. Web Crawlers help search engines to perform this 
operation. Web Crawlers are designed to download web pages and store them in local repository. Crawlers typically 
creates a replica of all the visited pages, which can further be used by search engines for indexing purposes or by other 
programs for various requirements – web data analysis, web scrapping etc. There are various search bots and non-
search bots are available, discussed here.  The major objective of this paper is to enlighten readers about various 
aspects of web crawling, different bots available and various challenges and various proposed solutions to overcome 
them.  
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