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Abstract: Speech recognition is a natural means of interaction for a human with a smart assistive environment. 
In order for this interaction to be effective, such a system should attain a high recognition rate even under 
adverse conditions. In Speech Recognition speech signals are automatically converted into the corresponding 
sequence of words in text. When the training and testing conditions are not similar, statistical speech recognition 
algorithms suffer from severe degradation in recognition accuracy. So we depend on intelligent and 
recognizable sounds for common communications. In this paper, we first give a brief overview of Speech 
Recognition and then describe some feature extraction and classifier technique. We have compared MFCC, LPC 
and PLP feature extraction techniques. We efficiently tested the performance of MFCC is more efficient and 
accurate then LPC and PLP feature extraction technique in voice recognition and thus more suitable for practical 
applications. 
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I. INTRODUCTION 
Human voice conveys information about the language being spoken and the emotion, gender and, generally, the identity of 
the speaker. Speaker recognition is a process where a person is recognized on the basis of his voice signals [1, 2]. The 
Objective of speaker recognition is to determine which speaker is present based on the individual’s utterance. This is in 
contrast with speaker verification, where the objective is to verify the person’s claimed identity based on his or her 
utterance. Speaker identification and speaker verification fall under the general category of speaker recognition [3, 4]. 

In speaker identification there are two types, one is text dependent and another is text independent. Speaker 
identification is divided into two components: feature extraction and feature classification. In speaker identification the 
speaker can be identified by his voice, where in case of speaker verification the speaker is verified using database.   

The Pitch is used for speaker identification. Pitch is nothing but fundamental frequency of a particular person. This 
is one of the important characteristic of human being, which differ from each other. The speech signal is an acoustic sound 
pressure wave that originates by exiting of air from vocal tract and voluntary movement of anatomical structure. 

The human speech contains numerous discriminative features that can be used to identify speakers. Speech 
contains significant energy from zero frequency up to around 5 kHz. The objective of voice recognition is to extract, 
characterize and recognize the information about speaker identity. 
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II. SPEECH RECOGNITION PROCESS 
The goal of speech recognition is for a machine to be able to "hear,” understand," and "act upon" spoken information. The 
earliest speech recognition systems were first attempted in the early 1950s at Bell Laboratories, Davis, Biddulph and 
Balashek developed an isolated digit Recognition system for a single speaker [5]. The goal of automatic speaker 
reorganization is to analyze, extract characterize and recognize information about the speaker identity. The speaker 
reorganization system may be viewed as working in a four stages 
1) Analysis 
2) Feature extraction 
3) Modeling 
4) Testing 
 

 
Fig.1. Block diagram of Speech recognition process 

 
III. FEATURE EXTRACTION 

Feature Extraction is the most important part of speech recognition since it plays an important role to separate one speech 
from other. Because every speech has different individual characteristics embedded in utterances. These characteristics can 
be extracted from a wide range of feature extraction techniques proposed and successfully exploited for speech recognition 
task. But extracted feature should meet some criteria while dealing with the speech signal such as:  
1) Easy to measure extracted speech features  

2) It should not be susceptible to mimicry  

3) It should show little fluctuation from one speaking environment to another  

4) It should be stable over time  

5) It should occur frequently and naturally in speech  

The most widely used feature extraction techniques are explained below. 

 

 

 



         
                    ISSN(Online): 2320-9801 
                ISSN (Print):  2320-9798                                                                                                                         

                                                                                                              
 

International Journal of Innovative Research in Computer  
and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

Vol. 2, Issue 1, January 2014 

Copyright to IJIRCCE                                                       www.ijircce.com                                                                   2762 
   

 

A. MEL FREQUENCY CEPSTRAL COEFFICIENT (MFCC) 
 

A block diagram of an MFCC feature extraction is shown (Fig. 2).This coefficient has a great success in speaker 
recognition application. The MFCC [6] [7] is the most evident example of a feature set that is extensively used in speech 
recognition. As the frequency bands are positioned logarithmically in MFCC [8], it approximates the human system 
response more closely than any other system. Technique of computing MFCC is based on the short-term analysis, and thus 
from each frame a MFCC vector is computed. In order to extract the coefficients the speech sample is taken as the input and 
hamming window is applied to minimize the discontinuities of a signal. Then DFT will be used to generate the Mel filter 
bank.  MFCC can be computed by using the formula (1).  
Mel (f) = 2595*log10 (1+f/700)        (1)  
The following figure 2 shows the steps involved in MFCC feature extraction. 
 

 
Fig.2. Block diagram of Mel frequency cepstral coefficient 

 
B. LINEAR PREDICTIVE CODING (LPC) 

 
Linear prediction is a mathematical computational operation which is linear combination of several previous samples. LPC 
[6] [7] of speech has become the predominant technique for estimating the basic parameters of speech. It provides both an 
accurate estimate of the speech parameters and it is also an efficient computational model of speech. The basic idea behind 
LPC is that a speech sample can be approximated as a linear combination of past speech samples. Through minimizing the 
sum of squared differences (over a finite interval) between the actual speech samples and predicted values, a unique set of 
parameters or predictor coefficients can be determined. These coefficients form the basis for LPC of speech [9]. The 
following figure 3 shows the steps involved in LPC feature extraction. 
 
 

 
Fig.3. Block diagram of Linear predictive coding 
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C. PERCEPTUAL LINEAR PREDICTION (PLP) 
 

The Perceptual Linear Prediction (PLP) model developed by Herman sky 1990. The goal of the original PLP model is to 
describe the psychophysics of human hearing more accurately in the feature extraction process. PLP is similar to LPC 
analysis, is based on the short-term spectrum of speech. In contrast to pure linear predictive analysis of speech, perceptual 
linear prediction (PLP) modifies the short-term spectrum of the speech by several psychophysically based transformations. 
 

 

Fig.4. Block diagram of Perceptual linear prediction 
 
 

IV. FEATURE MATCHING / CLASSIFIER 
 

The speech feature extraction in a categorization problem is about reducing the dimensionality of the input vector while 
maintaining the discriminating power of the signal. As we know from fundamental formation of speaker identification and 
verification system, that the number of training and test vector needed for the classification problem grows with the 
dimension of the given input so we need feature extraction of speech signal. 
 

A. ARTIFICIAL NEURAL NETWORK (ANN) 
 

An artificial neural network (ANN), often just called a neural network (NN), is an interconnected group of artificial neurons 
that uses a mathematical model or computational model for information processing based on a connectionist approach to 
computation. In most cases an ANN is an adaptive system that changes its structure based on external or internal 
information that flows through the network. The particular model used in this technique can have many forms, such as 
multi-layer perceptions or radial basis functions. The MLP is a type of neural network that has grown popular over the past 
several years. A MLP with one input layer, one hidden layer, and one output layer is shown in Fig.5. MLP’s are usually 
trained with an iterative gradient algorithm known as back propagation [10]. 
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Fig.5. Multilevel Perceptron 

 
The MLP is convenient to use for problems with limited information regarding characteristics of the 

input. However, the optimal MLP architecture (number of nodes, hidden layers, etc.) to solve a particular problem must be 
selected by trial and error, which is a drawback. In addition, the training time required to solve large problems can be 
excessive, and the algorithm is vulnerable to converging to a local minima instead of the global optimum. The MLP can be 
applied to speaker recognition [11] as follows. First, the feature vectors are gathered for all speakers in the population. The 
feature vectors for one speaker are labeled as “one” and the feature vectors for the remaining speakers are labeled as “zero.” 
An MLP is then trained for that speaker using these feature vectors. The MLP’s for all speakers in the population are 
trained using this method. In this paper, we have chosen to use a back propagation neural network [12, 13,14] since it has 
been successfully applied to many pattern classification problems including speaker recognition [15] and our problem has 
been considered to be suitable with the supervised rule. 

 
Fig.6. Back propagation neural network 

 
MLP neural network we used consists of four layers; one input layer, two hidden layers and one output 

layer. The structure of the back propagation neural network is shown in Figure 6. The first layer has 1,520 input neurons 
(152 frames x 10 LPC-orders) which are fully connected to the first hidden layer. The two next hidden layers consist of 20 
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neurons per layer. The last layer is the output layer consisting of 9 neurons which one output neuron represented one 
speaker. All four layers are fully feed forwarded. 
 

B. HIDDEN MARKOV MODEL (HMM) 
The Hidden Markov Model (HMM) is a variant of a finite state machine having a set of hidden states Q, an output alphabet 
(observations) O, transition probabilities A, output (emission) probabilities B, and initial state probabilities II. The current 
state is not observable. Instead, each state produces an output with a certain probability (B). Usually the states Q, and 
outputs O, are understood, so an HMM is said to be a triple (A, B, II). 
 
Description of HMM  
For the description figure 7 shows an example of Hidden Markov Model, The model consists of a number of states, shown 
as the circles in figure. At time t the model is in one of these states and outputs an observation (A, B, C or D) [16] [17]. At 
time t+1 the model moves to another state or stays in the same state and emits another observation. The transition between 
states is probabilistic and is based on the transition probabilities between states which are given in state j at time t+1. 
Notice that in this case A is upper triangular. While in a general HMM transitions may occur from state to any other state, 
for speech recognition applications transitions only occur from left to right i.e. the process cannot go backwards in time, 
effectively modeling the temporal ordering of speech sounds. Since at each time step there must always be a transition from 
a state to a state each row of A must sum to a probability of 1. The output symbol at each time step is selected from a finite 
dictionary. This process is again probabilistic and is governed by the output probability matrix B where Bjk is the 
probability of being in state j and outputting symbol k. Again since there must always be an output symbol at time t, the 
rows of B sum to 1 [18]. Finally, the entry probability vector π is used to describe the probability of starting in described by 
the parameter set λ = [π, A, B] 
 

 

 
 
 

 
 
 Fig.7. A Five State Left-Right, Discrete HMM for Four Output Symbols  
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A HMM is characterized by the following:  
1)  N, the number of states in the model. The individual states are denoted as S={S1,S2,….,Sn} and the     system state at 

time t as q1.  
2)  M, the number of distinct observation symbols per state, i.e. the discrete alphabet size. The individual symbols are 

denoted as V = {v1,v2,….,vm}  
3)  The transition probability distribution A={aij} where, each aij is the transition probability from state Si to state Sj. Clearly, 

aij ≥ 0 and  
4)  The observation symbol probability distribution B = bjk where, each bjk is the observation symbol     probability for 

symbol vk, when the system is in the stae Sj. Cleary, bij ≥ 0, ,k and . 
5)  The initial state distribution π={ π } where, π = P[q1 = S1], 1 ≤ j ≤ N. HMM model can be specified as λ = (A,B, 

π,M,N,V). In this thesis, HMM is represented as λ = (A, B, π) and assume M, N and V to be implicit.  
 

C. DYNAMIC TIME WARPING (DTW) 
The Dynamic Time Warping (DTW) distance measure is a technique that has long been known in speech recognition 
community. It allows a non-linear mapping of one signal to another by minimizing the distance between the two. Dynamic 
Time Warping is a pattern matching algorithm with a non-linear time normalization effect. It is based on Bellman's 
principle of optimality [19], which implies that, given an optimal path w from A to B and a point C lying somewhere on 
this path, the path segments AC and CB are optimal paths from A to C and from C to B respectively. The dynamic time 
warping algorithm [12] creates an alignment between two sequences of feature vectors, (T1, T2,.....TN) and (S1, 
S2,....,SM). A distance d(i, j) can be evaluated between any two feature vectors Ti and Sj. This distance is referred to as the 
local distance. In DTW the global distance D(i,j) of any two feature vectors Ti and Sj is computed recursively by adding its 
local distance d(i,j) to the evaluated global distance for the best predecessor. The best predecessor is the one that gives the 
minimum global distance D(i,j) at row i and column j: 
 

     (2)   
 

The computational complexity can be reduced by imposing constraints that prevent the selection of 
sequences that cannot be optimal [20]. Global constraints affect the maximal overall stretching or compression. Local 
constraints affect the set of predecessors from which the best predecessor is chosen. Dynamic Time Warping (DTW) is 
used to establish a time scale alignment between two patterns. It results in a time warping vector w, describing the time 
alignment of segments of the two signals. assigns a certain segment of the source signal to each of a set of regularly spaced 
synthesis instants in the target signal. 

 
 

D. VECTOR QUANTIZATION (VQ) 
Vector Quantization is the classical quantization technique from signal processing which allows the modeling of probability 
density functions by the distribution of prototype vectors. It works by dividing a large set of points into groups having 
approximately the same number of points closest to them. Each group is represented by its centroid point. The density 
matching property of vector quantization is powerful, especially for identifying the density of large and high-dimensioned 
data. Since data points are represented by the index of their closest centroid, commonly occurring data have low error, and 
rare data high error. Hence, Vector Quantization is also suitable for lossy data compression.  
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A vector quantizer maps k-dimensional vectors in the vector space Rk into a finite set of vectors Y = {yi : i 
= 1, 2,..., N}. Each vector yi is called a code vector or a codeword and the set of all the code words is called a codebook. 
Associated with each codeword, yi, is a nearest neighbor region called Voronoi region, and it is defined by: Vi = {x є Rk : || x 
– yi || < || x – yj ||, for all j ≠ 1}. Given an input vector, the codeword that is chosen to represent it is the one in the same 
Voronoi region. 
 

 
 
Fig.8. Code words in 2-dimensional space. Input vectors are marked with an x, code words are marked with circles, and the 

Voronoi regions are separated with boundary lines. 
 

The representative codeword is determined to be the closest in Euclidean distance from the input vector. 
The Euclidean distance is defined by:  

      (3) 
where xj is the jth component of the input vector, and yij is the jth is component of the codeword yi. 
 

E. GAUSSIAN MIXTURE MODEL (GMM) 
The Gaussian mixture model (GMM) is a density estimator and is one of the most commonly used types of classifier. In 
this method, the distribution of the feature vector x is modeled clearly using a mixture of M Gaussians. 

 (4) 
 
 
Here µi, ∑i   represent the mean and covariance of the ith mixture. Given the training data x1, x2…xn, and the number of 
mixture M, the parameters µi, ∑i, ai is learn using expectation maximization. During recognition, the input speech is again 
used extract a sequence of features x1, x2…xL... the distance of the given sequence from the model is obtained by 
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computing the log likelihood of given sequence given the data. The model that provides highest likelihood score will verify 
as the identity of the speaker. A detailed discussion on applying GMM to speaker modeling can be found in [22]. 
 

V. COMPARATIVE RESULT ANALYSIS 
We have compared the result of different classifiers with the feature extraction techniques MFCC, LPC, and PLP feature 
extraction techniques. In an average the MFCC and VQ techniques give the maximum recognition rate. We have shown the 
recognition percentage of different classifier with different feature extraction techniques in table 1. Figure 9 shows the 
graph of recognition of speech. 
 

Table 1: Comparative result analysis of speech signals 
 

Classifier MFCC LPC PLP 

ANN 51.25% 37.5% 49.5% 

HMM 86.67% 80.5% 77.4% 

Hybrid HMM 93.6% 79.6% 90.4% 
Euclidean 
Distance 30% 23.75% 26.5% 

DTW 90.4% 76.4% 85.6% 

VQ 96.5% 65.8% 78.5% 
 

 
 

Fig.9. The recognition rate with different feature extraction technique 
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VI. CONCLUSION 
This paper has illustrated the different feature extraction and classifier techniques of speaker identification through 
experimental research. MFCC is well known techniques used in speaker recognition to describe the signal characteristics, 
relative to the speaker discriminative vocal tract properties. The goal of this review was to create a speaker recognition 
system, and apply it to a speech of an unknown speaker. By investigating the extracted features of the unknown speech and 
then compare them to the stored extracted features for each different speaker in order to identify the unknown speaker. 
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