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ABSTRACT: Nowadays Clustering in mixed dataset is a dynamic research topic in data mining concepts. Most of the 

clustering process is based on numerical attributes. That processes are not suitable for mixed dataset. The nature of 

mixed dataset is the combination of numeric and categorical data type. Hence, the proposed technique required more 

efficiency to handle the mixed data set. This paper proposes a hybrid clustering technique CS-FCM that combines the 

concepts of hierarchical and fuzzy clustering for mixed dataset. Hence, in this paper, the proposed technique can handle 

the mixed data set easily. Moreover, it is coined for automated and effective clusters. This proposed technique is 

experimented with three type’s data sets. Obviously, the experimental result shows that, they are inventive and have the 
capability to discover the number of clusters automatically from the mixed-dataset. 
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III. I. INTRODUCTION 

  

Ever growing data in almost of entire fields can provide foremost and significant data such as mixed data type. The 

nature of mixed data is the combination of categorical and numerical data sets. Traditional data mining techniques are 

suitable for categorical dataset or numerical dataset. To handle the mixed dataset required the efficient mining 

technique. The knowledge discovery mechanisms are pertained for extracting hidden knowledge and useful information 

embedded in the data. The knowledge discovery system employs a vital role of machine learning mechanisms to 

discover the relationships between the tuples. Generally, clustering and classification are two most knowledge 

discovery techniques that are directed to extract fruitful knowledge from the large database. Classification is based on 

supervised learning techniques, which is suitable for predefined datasets. On the other hand the clustering is based on 

unsupervised learning techniques, which is suitable for distinct dataset such as mixed data set. Hence, this paper is 

concentrated the clustering technique to discover the efficient cluster groups. Mostly, the clustering technique requires 

the input parameter referred number of clusters to be described by the user which results in parameterized clustering. 

The drawback of this parameterized clustering are takes more time to process, produce improper clusters and poor 

cluster quality. To succeed over the above said limitations this paper concentrated with the integration of non 

parameterized clustering and Fuzzy C-Means techniques. The association of above said techniques involved to improve 

the cluster quality and to speed up the clustering process. 

 

II. LITERATURE REVIEW 

 

CACTUS is a categorical based clustering technique. The foremost unique feature of this clustering technique 

is based on agglomerative hierarchical clustering that utilizes the concepts of strong connections, support and 

similarities to cluster categorical data. The attributes are strongly connected their support exceeds value with the 

assumption of attributes independence. This technique is extended with more number of attributes. The clustering 

process is referred as a region of attributes that are strongly connected with the property of pair wise connection, and its 

support exceeds the attribute independence assumption which is expected. Computational complexity is the major issue 

of this technique and moreover, the computational cost is very high.[1] 
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Fuzzy Hierarchical Clustering technique is the incorporation of hierarchical clustering and fuzzy logic. Dataset 

was divided into various sub groups using the clustering technique, fuzzy graph of sub groups was constructed by 

examining the linked fuzzy degree between the sub clusters. A cut graph is used to connect the components of the fuzzy 

graph. This fuzzy graph logic is integrated to the traditional hierarchical clustering technique which is used to discover 

clusters with cluster arbitrary shape and size from high dimensional data set. And it is concluded that the experimental 

result shows that the better performance of the fuzzy hierarchical clustering technique than the traditional clustering 

techniques. 

III. PROPOSED METHODOLOGY 

 

All Clustering is an unsupervised learning technique where no pre defined classes are assigned. The key 

requirement for clustering is the similarity measure that exists between the patterns or instances. The main goal of 

clustering is to group n patterns into c desired clusters, such that the data points within clusters are more similar than 

across clusters. Moreover, the presence of mixed datasets requires the necessity of embedding specialised techniques 

with the traditional clustering. Thereby, the specialised approach called Fuzzy is coupled with clustering that ensures 

the degree of similarity and membership of the cluster in an efficient manner. The major difference between traditional 

clustering and fuzzy clustering is that the former approach generates partition wherein each pattern in each partition 

belongs to one and only one cluster. In the later case, each pattern is associated with every cluster using the 

membership function. 

In this paper Fuzzy C-Means clustering is coupled with shortest path algorithm for handling the mixed type 

dataset. FCM is considered as the fuzzified form of the K-Means algorithm in which a piece of data fits into two or 

more clusters. This approach produces an optimal c partition by reducing the weighted sum of square error objective 

function Jfcm. 

 
The CS-FCM is an enhanced method that is elevated to cluster the data of varying shape, size and density. 

The unique contribution of this approach is achieved by embedding a method called Fuzzy Maximum Likelihood 

Estimates (FMLE) that calculates norms and weights of the data for efficient clustering performance. The Maximum 

Likelihood data is derived through Co-variance matrix and conjunction function. The method chooses the data points 

based on two factors. The former is related with finding the maximum similarities or weights through fuzzy learning 

that brings out the optimal data points for clustering. The later is the exponential distance metric used for cluster 

formation. The formation of the cluster is acquired by coupling shortest path algorithm with Fuzzy C-Means. 

Furthermore, Low-rank approximation method is used to increase the quality of the cluster and also to detect the 

quantization of error. Therefore, this method is merely used for finding the appropriate data points without any data 

reduction instead remarkable data are selected and grouped with the help of Fuzzy C-Means clustering. Indeed the 

proposed method is a unique initiative for sweeping the quality of the cluster.  

In the given fuzzy set x the membership function and the likelihood is defined as  

...................                  1.1 

The above equation denotes the probability of a fuzzy set. The variance of the set is denoted by 

                                         .....................               1.2 

The shortest Path is calculated using the Euclidean distance measures which outreaches with the shortest 

distance between two points. 

IV. RESULTS AND DISCUSSION 

The clustering progression is measured through the investigational results and discussions. The Clustering 

quality process in mixed data is investigated on high dimensional iris dataset, adult dataset and mushroom dataset.  

These datasets were taken from the UCI archive repository (http://www.sgi.com/tech/mlc/db). The above said datasets 

http://www.sgi.com/tech/mlc/db
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descriptions are explained in the following. Table 1 illustrates about the dataset description with various datasets, 

number of instances and number of attributes. 

 

TABLE 1 

 Dataset Description 

  

Data Set Number of Attributes Number of Instances 

Iris Dataset Four 150 

Adult Dataset Fourteen 48842 

Mushroom Dataset Twenty Two 8124 

 

The performance of Coupled shortest Fuzzy C-Means Clustering Algorithm (CS-FCM) is measured with the evaluation 

factor namely cluster accuracy for proving the elevated cluster quality. Herewith, the outcoming performance factors 

are compared uniquely through the proposed technique of CS-FCM and Non-Parameterized Shortest Path algorithm are 

sketched below in Figures. The proposed CS-FCM is compared with the existing Non-Parameterized Shortest Path 

Clustering algorithm. The performance factor of cluster accuracy is measured among the above two techniques that 

derives the cluster quality. Table 2 explains about the comparison among the proposed and existing clustering 

techniques. These comparisons are illustrated in the figure 1. 

TABLE 2 

Accuracy comparison of Existing NSPM towards CS-FCM 

Data Set  

Non-Parameterized Shortest Path 

Clustering (NSPM) 

Coupled Shortest Fuzzy C-Means 

Clustering (CS-FCM) 

Iris 93.53 95.34 

Adult  90.23 92.29 

Mushroom 88.56 90.98 

Figure 1shows the accuracy of proposed and existing clustering techniques that derives the cluster quality of 

iris, Adult and mushroom datasets. The CS-FCM gains 95.34%, in iris dataset, 92.29 % in Adult dataset and 90.98 in 

mushroom dataset. The accuracy percentage is decreased by dataset to dataset because of the number of attributes are 

varied in each dataset.  It has accomplished that the Coupled Shortest Fuzzy C-Means Clustering(CS-FCM) technique 

adopts higher accuracy compared with existing Non-Parameterized Shortest Path Clustering (NSPM) technique. 
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Figure 1. Comparing Proposed and Existing Clustering Techniques 

V. CONCLUSION 

Nowadays Clustering in mixed dataset is a dynamic research topic in data mining concepts. Most of the 

clustering process is based on numerical attributes. That processes are not suitable for mixed dataset. The nature of 

mixed dataset is the combination of numeric and categorical data type. Hence, the proposed technique required more 

efficiency to handle the mixed data set. This paper proposes a hybrid clustering technique CS-FCM that combines the 

concepts of hierarchical and fuzzy clustering for mixed dataset. Hence, in this paper, the proposed technique can handle 

the mixed data set easily. Moreover, it is coined for automated and effective clusters. This proposed technique is 

experimented with three types data sets namely iris dataset, Adult dataset and mushroom dataset. Obviously, the 

experimental result shows that, they are inventive and have the capability to discover the number of clusters 

automatically from the mixed-dataset. Moreover, the cluster quality improves in the CS-FCM than the NSPM 

clustering technique. 
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