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ABSTRACT: Most of the Web's information is buried far down on sites, and standard search engines do not find it. 
Traditional search engines cannot see or retrieve content in the deep Web. The portion of the Web that is indexed by 
standard search engines is known as the Web. Most Web structures are large and complicated and users often miss the 
purpose of their inquiry, or get ambiguous results when they try to navigate through them. Internet is enormous 
compilation of multivariate data. Several problems prevent effective and efficient information discovery for required 
better information administration systems it is important to retrieve accurate and complete data. The deep Web, also 
known as the deep invisible web has given rise to a novel issue of deep web mining research. An enormous amount of 
documents in the hidden web, as well as pages hidden behind search forms, specialized databases, and dynamically 
generated Web pages, are not accessible by universal Deep web mining application. In this research paper we have 
proposed a system that has an ability to access the deep web information using web structured mining systems for 
better intelligent information administration system resulting for effective and efficient information retrieval. 
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I. INTRODUCTION 
 
It is impossible to measure or put estimates onto the size of the deep web as the majority of the information is hidden or 
locked inside databases. Early estimates suggested that the deep web is around 5,000 times larger than the surface web. 
However, since more information and sites are always being added, it can be assumed that the deep web is growing 
exponentially at a rate that cannot be quantified. The deep Web, also known as the Dark web, dark net and invisible 
web, consists of web pages and data that are beyond the reach of search engines. Deep Web data integrative structure 
will categorize web database by domain, to provide users with a integrated query interface, called the integrated 
interface. Web database query interface itself, is called the local interface. Through the query interface, users can 
submit queries to several local structured interfaces of Web databases at the same time. Mapping queries of user 
uniform interface to the local interface, the key issue is pattern matching. The purpose of pattern matching is to find the 
attribute-pairs with logical association in different query structured interfaces. Due to the diversity of the local 
interface, the Deep Web pattern matching becomes a very challenging work.[7] 
 

II. LITERATURE REVIEW 
 
Several research groups have focused on the problem large scale applications of intelligent deep web integration and 
information retrieval. Much of the research is in the context of a database system, and the focus is on wrappers that 
translate a database query to a Web request and parse the resulting HTML page. Deep web crawling aims to harvest 
data records as many as possible at an affordable cost Barbosa, 2004) [1], whose key problem is how to generate proper 
queries. Presently, a series of researches on Deep Web query has been carried out, and two types of query methods, 
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namely prior information-based methods and nonprior information methods, have been proposed. The prior 
information-based query methods need to construct the information base beforehand, and generate queries under the 
guidance of prior information. In (Raghavan, 2001) proposed a task-specific Deep Web crawler and a corresponding 
query method based on Label Value Set table; the Label Value Set table as prior information is used for passing values 
to query forms. (Alvarez, 2007)[4] brought forward a query method based on domain definitions which increased the 
accuracy rate of filling out query forms. Such methods automate deep crawling to a great extent (Barbosa, 2005), The 
non-prior information methods are able to overcome the above deficiencies. These methods generate new candidate 
query keywords by analyzing the data records returned from the previous query, and the query process does not rely on 
prior information.. However, queries with the most frequent keywords in hand do not ensure that more new records are 
returned from the Deep Web database. (Ntoulas, 2005) proposed a greedy query selection method based on the 
expected harvest rate. In the method, candidate query keywords are generated from the obtained records, and then their 
harvest rates are calculated; the one with the maximum expected harvest rate will be selected for the next query. (Wu P, 
2006) modeled each web database as a distinct attribute-value graph, and under this theoretical framework, the problem 
of finding an optimal query selection was transferred into finding a Weighted Minimum Dominating Set in the 
corresponding attributed-value graph; according to the idea, a greedy link-based query selection method was proposed 
to approximate the optimal solution.[2] 
 
Compared with the prior information-based methods, the non-prior information methods improve the query capability 
on Deep Web crawling Information Acquisition, Query processing module, Information work model, Information work 
model, Information acquisition from web structured interfaces and web database representation, Information 
representation, Information storage and reasoning. 
 

III. INFORMATION YIELDING QUERY PROCESSING SYSTEM- A STUDY 
 
Process a user's query filled in integrated interface, and submit the query to each Web databases. There are three 
components in this module. The functions of them are described as follows: First one Web database selection Select 
appropriate Web databases for a user's query in order to get the satisfying results at minimal cost. When a query is 
submitted to the Web Database Selection, it will analyze the characteristics of the query, select the top web databases 
according to statistical data in Sampling Base, fill in query structured interfaces of these web databases, and submit 
queries to web databases. Every web database manages to capture its distribution and characteristics. Second Query 
translation try to translate the query on integrated interface equivalently into a set of local queries on the query 
structured interfaces of Web databases after extracting and mapping attributes, we get valid attributes for the query 
translation. This step is to generate valid query predicates from valid attributes. In the source query form, user can use 
four attributes to describe a book, which means that the more attributes we have the more restrictive query predicate we 
can get. When it comes to the target query form, user can use one of all the attributes to describe one facet of the book 
each time. To get translation of the different query forms, we have to get more valid predicates as we can. If we have 
some domain information about book, we will find the ‘price’ is the least important attribute when describing a type of 
book. In the other domain, there are the same situations. When translating queries, it is better to make numeric 
attributes useless, because we have found the numeric attributes are not more important than the other text attributes. 
Third part Query submission whereby analyzing the submission approaches of local query structured interfaces, and 
submit automatically each local query.[5] 
 
A.  INFORMATION WORK MODEL 
Its logical constrains relation and elements and among representation component parts are usually involved in deep web 
information processing. So information of data relation model and representation concept structure is useful. In 
addition, most Deep Web information is text document. Lexical and logical analysis is needed and relative grammar 
information is necessary. Besides, there are the problem of hetero-generation among different web databases and the 
lack of universal logical concepts set for different dark Web.  
 
On the basis of the analysis above, a domain information work model for special domain Deep Web is put forward. The 
model describes entity of structured representation and its related information retrieval besides the attributes and 
relation of domain concept as shown in figure 1. 
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Figure 1. Information work model- Information Retrieval with Deep Web Mining 
 

B.  INFORMATION RETRIEVAL 
Information retrieval from web structured interfaces and web database representation- With this process we 
collect and analyze web database representations and Deep Web query structured interface information. We obtain 
representation structure feature by taking statistics and analyzing pre-processed Representation samples.  
 
Information representation- Our information-base will compose of a series of frames of several levels. Each structure 
can be treated as an information chunk or information unit. There are different levels of information units. Domain 
representation frame are constructed based on relational data model and structure fields based on database 
representation fields and concept logical dictionary. 
 
Discovering Occurrences for Input Attributes- For a deep web data source, sample outputs can only be obtained 
when we can query the input interface by finding valid occurrences of input attributes. Furthermore, occurrences of 
input attributes and output attributes can efficiently suggest the logical matching between them. We combine two 
different ideas for finding such valid occurrences. [7] 
 
1) Occurrences from Input Structured Interface: We have developed a new approach for automatically finding 
occurrences for input attributes using the information that is typically available from web pages related with the input 
interface provided by the data source. The key observation is that the webpage of input interface and web pages linked 
by the input interface always contain informative examples that help user to learn how to query the data source.  
 
2) Obtaining occurrences from Output Web pages: Besides help web pages of the interface, another type of informative 
source that provides occurrences for an input attribute is the output web pages from other data sources in the same 
domain. The occurrences of output attributes might be able to query input attributes of other data sources if they are 
similar to each other, resulting in more output web pages and occurrences of output attribute that can further provide 
occurrences for input attributes. 
 

IV. CONCLUSION 
 

The study has provided a fundamental resources construction system which is helpful to the Deep Web intelligent 
integration and information retrieval. We showed how the systems can be used in the Deep Web interface matching 
systems. Extensive experiments over three real world domains show the utility of our approach. The results show that 
domain information can help improve matching accuracy. It may be valuable to large scale applications of the real-
world Deep Web. Information-base construction is indispensable to web information processing from information 
engineering point of view. Hence information retrieval is longer a challenge with deep web in framed domain. 
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