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Abstract-In this paper a method is presented to identify co-attention objects from an image pair. This method provides 

an effective way to predict human fixations within multi-images, and robustly highlight co-salient regions. This method 

generates the SISM by computing three visual saliency maps within each image. For the MISM computation, a co-

multilayer graph is introduced using a spatial pyramid representation for the image pair. Two types of descriptors (i.e., 

color and texture visual descriptors) are extracted for each region node, which are then used to compute the similarity 

between a node-pair. Finally, a fast single-pair SimRank algorithm is employed to measure the similarity based on the 

normalized SimRank score.  

 

Key words—Attention model, co-saliency, similarity, Sim-Rank. 

 

I. INTRODUCTION 

 

Most of the existing saliency models focus on detecting salient objects from an image rather than an image 

pairs.Similar object detection from multiple images has become one of the most important and challenging task in 

multimedia applications.So a method is introduced to detect Co-saliency from an image pair that may have some 

common objects.The Co-saliency is modeled as a linear combination of the single image saliency map and multi image 

saliency map.  

 

A. SISM (Single Image Saliency Map) 

 
There is no method that can detect the saliency accurately for all images.In order to achieve robust saliency detection a 

weighted saliency detection method is proposed.The goal of SISM is used to identify the salient regions within each 

image.If a pixel is identified as a salient pixel then it will have a high single image saliency value.Else it can be 

regarded as a background pixel.  

 

SISM has three types of saliency maps 

 

 Itti’s model saliency 

 Frequency tuned saliency 

 Spectral residual saliency 

 

B. MISM (Multi Image Saliency Map)  

The goal of the MISM is to extract the multi image saliency information from multi images .If the two images contain a 

similar object; the object region in each image should be assigned high value saliency values. It means that more visual 

attention will be attracted by this object. Else low multi image saliency values should be considered for the dissimilar 

regions.  

MISM mainly consists of four stages 

 Pyramid Decomposition of an Image Pair 

 Region Feature Extraction  

 The Co-Multilayer Graph Representation 

 Normalized Simrank Similarity Computation 
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C. CO-SALIENCY MAP 

The goal of the proposed method is to extract the co-saliency map from an image pair. The co-saliency map is build by 

a linear combination of the SISM and MISM.  The goal of SISM is used to identify the salient regions within each im-

age. The goal of the MISM is to extract the multi image saliency information from multi images. It means that a region 

with high co-saliency value will not only exhibit strong single-image but also multi image saliency. 

II. ARCHITECTURAL DESIGN FOR PROPOSED METHOD 

 A method is introduced to detect Co-saliency from an image pair that may have some common objects.The proposed 

method is modeled as a linear combination of the single image saliency map and multi image saliency map. Architec-

tural design for proposed system for multi-image saliency detection is given in Fig. 1, which mainly consists of the 

single image saliency map, multi image saliency map and co-saliency map. 

                                                     

            Fig.1. Architectural design for proposed system              

 

III. ANALYSIS OF THEPROPOSED METHOD 

The co-saliency defined in our paper is obtained by computing the single-image saliency and multi-image saliency 

maps. The first is used to identify the salient regions within each image. The second aims to measure the saliency for a 

pair of images. 

A. SINGLE IMAGE SALIENCY (SISM) 

  We calculate three types of saliency maps, namely  

 Itti’s model saliency: is the well-known saliency model which mimics the visual search process of human. The 

saliency map is computed using multi scale image features in a bottom-up manner. 

 Frequency-tuned saliency: This estimates the center-surround contrast using color and luminance features 

based on a frequency-tuned approach. 

 Spectral residual saliency: This saliency model employs the log-spectrum of an input image, and extracts the 

spectral residual of an image in the spectral domain.  

In order to achieve robust saliency detection, a weighted saliency detection method is proposed in our work, which 

aims to improve detection performance by combining several saliency maps linearly. Assume I denote an input image, 

while  𝑠𝑙  represents the corresponding single-image saliency map. We have  

 

                                                          𝑊𝑗𝒩(𝑠𝑙𝑗 )𝐽
𝑗=1 ………………(1) 
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Where  𝒩 𝑠𝑙𝑗   denotes the  nth normalized saliency map where each pixel has the salient value in the range [0,1] . 

Here,  𝑊𝑗   denotes the weight with    𝑊𝑗 = 1𝐽
𝑗=1  . From (1), we can see that if a pixel is identified as a salient pixel 

by most of algorithms, it will have a high single-image saliency value. Otherwise, it can be regarded as a background 

pixel. 

An example of the single-image saliency map is illustrated in Fig. 2, where the original image dog is shown in 

Fig. 2 (a)- (b) . Fig. 2(c) show the saliency maps extracted by the methods Itti’s method [1] , Frequency tuned method 

[2] , Spectral residual method [3] respectively. 

                                               
 

Fig. 2.1. Example of the single-image saliency map. (a)-(b) Original image pairs (c) Saliency map by Itti’s method , 

Frequency tuned method , Saliency map by Spectral residual method. 

 

B. Multi-Image Saliency Map(MISM) 

 

 Unlike the single-ima2qge saliency map that is used to describe the region saliency within an image, the goal of MISM 

is to extract the multi-image saliency information from multiple images. Given a pair of images, the multi-image sa-

liency is defined as the inter-image correspondence, which can be obtained by feature matches. the multi-image salien-

cy map of the image is defined as  

                                                     𝑠𝑔(𝐼𝑖(𝑝))=
𝑚𝑎𝑥
𝑞𝜖𝐼𝑗

 sim (𝐼𝑖 𝑝 , 𝐼𝑗 (𝑞))……….(2) 

 

Where p and q denote entities (e.g., pixels or regions) in images 𝐼𝑖 𝑝 𝑎𝑛𝑑 𝐼𝑗 (𝑞) , respectively.  sim ( ) represents a 

function that measures the similarity between two entities. 

The block diagram of our proposed multi-image saliency detection is given in Fig. 3, which mainly consists of 

four stages, namely pyramid decomposition, feature extraction, SimRank optimization, and multi-image saliency com-

putation. 

 

                       

Fig. 3. Block diagram of the multi-image saliency extraction. 

These are the following steps used in MISM 

 PYRAMID DECOMPOSITION OF IMAGE 
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 This stage is used to obtain a pyramid of images with decreasing resolutions. As a first step of the MISM computation 

described in Fig. 3, an initial over-segmentation is performed by partitioning an image into multiple regions is as shown 

in Fig.4. Each image is divided into a sequence of increasingly finer spatial regions by repeatedly partitioning the re-

gions at each level of resolution. This is pyramid decomposition because each region at one level may be divided into 

several sub regions at the next level. 

                                              

  Fig. 4. Block diagram of Pyramid Decomposition of an Image Pair. 

 REGION FEATURE EXTRACTION 

 

Two properties are used as descriptors of regions, i.e., color and texture descriptors. The color descriptor is used to de-

scribe the region appearance from the aspect of color variations, while the texture descriptor is designed to describe the 

region appearance in terms of texture property. The block diagram of region feature extraction is illustrated in Fig.5.  

  

                                  
  

Fig.5. Block diagram of region feature extraction (e.g., the region with yellow color) 

 

 

a. COLOR FEATURE EXTRACTION 

 

In the proposed method RGB, L*a*b* and YCbCr color spaces are used together to represent the color feature. Each 

color space is adjusted to range from 0 to 1. To create the color visual descriptor of a region, we first represent a pixel 

as a 9-dimensional (9-D) color vector by combining components of RGB, L*a*b* and YCbCr color spaces. Then all 

pixels in the image pair are quantized into clusters by using the k-means clustering algorithm. Each cluster center is 

called a codeword. For each region, we simply compute the histogram by counting the number of code words at each 

bin (i.e., cluster). The color descriptor for a region is represented by the bins of the histogram. It is noticed that three 

color spaces are used to build the color histogram. By concatenating three color spaces. 

 

 

b. TEXTURE FEATURE EXTRACTION 

 

 The texture descriptor is created only from RGB color space. Given an image pair, we first extract  𝑝 × 𝑝  patches 

from color images, then perform the k-means clustering over all vectors to generate 𝑀 clusters. Patch words are then 

defined as the centers of the clusters. We measure the frequency of patch words and create the texture descriptor by 

combining a series of histograms of patch words. Each component histogram represents the probability of occurrence 

of each patch type (one bin per patch words. We concatenate the component histograms to generate the final texture 

descriptor. 

                                                         𝑓𝑡 𝑘 = [𝐻3𝑋3 𝑘 , 𝐻5𝑋5 𝑘 , 𝐻7𝑋7 𝑘 , … ]……..(3) 
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Where  𝐻𝑖𝑋𝑖 𝑘   denotes the histogram computed for the 𝑘 th region of size 𝑖𝑋𝑖  . The descriptor dimension is the 

sum of all patch words. The texture descriptor is normalized to sum to unity. 

 

 THE CO-MULTI LAYER GRAPH REPRESENTATION                        

After feature extraction, we are ready to measure the similarity so as to infer the co-salient object from a pair of images. 

We begin by designing a co-multilayer graph 𝐺 = (𝑉, 𝐸) with 𝑣𝜖𝑉 𝑎𝑛𝑑 𝑒𝜖𝐸 nodes and edges , where the  

 𝑉1𝑈𝑉11  nodes denote a set of regions. Two  𝑣𝑖  𝑎𝑛𝑑 𝑣𝑗  nodes and are connected by the directed 

links 𝑒𝑖𝑗  𝑎𝑛𝑑 𝑒𝑗𝑖  and , which have weights 𝑤(𝑒𝑖𝑗  )𝑎𝑛𝑑 𝑤(𝑒𝑗𝑖 ) and , respectively. An example of our co-multilayer 

graph model is shown in Fig.6, which contains three-level pyramid decomposition for a pair of images. Each region is 

represented as a node, which connects with other nodes by the directed edges. Note, each node not only has links with 

the neighboring layers within an image, it but also connects with other image nodes.  

                                                          

Fig.6. co-multilayer graph model. 

Let  𝑖 𝑎𝑛𝑑 𝑗  denote two nodes and 𝑙𝑖  and 𝑙𝑗  represent their level numbers then the weight 𝑤𝑖𝑗  for the edge 𝑒𝑖𝑗  is de-

fined as 

 

                                   𝑤𝑖𝑗 =  exp⁡(−Ѳ𝑓𝑑 𝑓𝑖 , 𝑓𝑗  ),   𝑖𝑓 𝑙𝑖 − 𝑙𝑗  = −1 𝑜𝑟 𝑙𝑖 − 𝑙𝑗  = 0 …..(4) 

With,  

                                 𝑑 𝑓𝑖 , 𝑓𝑗  = 𝑋2 𝑓𝑖 , 𝑓𝑗  =       
𝒛𝒇

𝒛=𝟏
 
  (𝑓𝑖 𝑧 −𝑓𝑗 (𝑧))𝟐  

 (𝑓𝑖 𝑧 +𝑓𝑗 (𝑧)   
  ……(5)                   

where 𝑓𝑖  𝑎𝑛𝑑 𝑓𝑗  denote the color or texture descriptor for regions 𝑖 𝑎𝑛𝑑 𝑗 ,respectively. 𝑧𝑓   denotes the dimensional 

number of the descriptor. Ѳ𝑓  is a constant that controls the strength of the weight. 𝑋2( ) denotes the chi-square dis-

tance. 

 NORMALIZED SIM-RANK SIMILARITY COMPUTATION 

 

SimRank,is a link-based similarity measure, is used to compute the similarity score of two region nodes. the basic intui-

tion of SimRank is “two objects are similar if they are referenced by similar objects”, Let denote the similarity score 

between objects and , which is defined as  

 

                                        𝑠 𝑎, 𝑏 =
𝑐

| 𝐼𝑛 || 𝐼𝑛 |
   

| 𝐼𝑛 (𝑎)|
𝒊=𝟏   𝒔(𝐼𝑛𝑖  𝑎 , 𝐼𝑛𝑗 (𝑏)|)

| 𝐼𝑛 (𝑏)|
𝒋=𝟏    ...(6)                                                                 

Where  𝑐 is a decay factor between 0 and 1, |𝐼𝑛 𝑎 | 𝑎𝑛𝑑 |𝐼𝑛 𝑏 |  denote the numbers of in-neighbors and for nodes 

 𝑎𝑛𝑑 𝑏 , respectively. 

  The normalization of the SimRank score to measure the similarity, i.e. 

 

                                                           𝑠∗ 𝑎,𝑏 = 𝑠(𝑎,𝑏)
  max⁡(𝑠 𝑎,𝑎 ,𝑠 𝑏,𝑏 )

…….(7)       
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From (7), we have𝑠∗ 𝑎, 𝑏 = 1 when the nodes and share the same sub-region nodes. Substituting (7) into (2), the 

multi-image saliency map can be rewritten as    

 

                                               𝑠𝑔 𝐼𝑖 𝑝   = 
𝑚𝑎𝑥
𝑞𝜖𝐼𝑗

𝑠∗(𝐼𝑖 𝑝 , 𝐼𝑗 (𝑞))……..(8) 

Where 𝑝 𝑎𝑛𝑑 𝑞 and denote the region nodes in an image pair 𝐼𝑖 𝑝  𝑎𝑛𝑑 𝐼𝑗 (𝑞) . 

 

C. CO-SALIENCY MAP 

 

Our goal is to extract the co-saliency map from an image pair. We have presented the methods for computing single-

image and multi-image saliency maps. Now we are ready to extract the co-saliency from an image pair  (𝐼𝑖 , 𝐼𝑗 ). Let 

𝑠𝑠𝑖  and 𝑠𝑠𝑗  denote the co-saliency maps for the image pair  (𝐼𝑖 , 𝐼𝑗 ). 𝑅{𝐼} represents a set of regions in the image 𝐼. 

By combining two saliency maps (1) and (8), we have 

 

                                              𝑠𝑠(𝐼𝑖(𝑝)) =  𝛼1. 𝑠𝑙 𝐼𝑖 𝑝  +  𝛼2. 𝑠𝑔 𝐼𝑖 𝑝                                                                                               

                                                                             = 𝛼1.𝑠𝑙 𝐼𝑖 𝑝  + 𝛼2. (𝛼3.𝑠𝑔
𝑐   𝐼𝑖 𝑝  + 𝛼4. 𝑠𝑔

𝑡   𝐼𝑖 𝑝  )                                                                        

                                                                = 𝛽1. 𝑠𝑙 𝐼𝑖 𝑝  +  𝛽2. 𝑠𝑔
𝑐   𝐼𝑖 𝑝  + 𝛽3. 𝑠𝑔

𝑡   𝐼𝑖 𝑝   ,                                                                                                                                

                                                                                                                                    𝑓𝑜𝑟 𝑎𝑙𝑙           𝑝𝟄𝑅{𝐼𝑖}……

…(9) 

 

Where 𝛽𝑗  is a constant with 𝛽1 + 𝛽2 + 𝛽3 = 1 that is used to control the impact of the SISM and MISM on the im-

age co-saliency.  𝑠𝑔
𝑐   and  𝑠𝑔

𝑡   denote the MISMs obtained by color and texture descriptors, respectively. The detailed 

parameter descriptions can be found in Table I. From (9), we can see that the co-saliency map is built by a linear com-

bination of the SISM and MISM. It means that a region with high co-saliency value will not only exhibit strong single-

image saliency but also multi-image saliency. The contributions of the SISM and MISM are controlled by the weighted 

coefficients 𝛽𝑗   . From our empirical study, good performance can be achieved when 𝛽1  takes value between 0.5 and 

0.8. 

                                                                    
 

 

VI. RESULTS 

 Single Object Detection 

 

We evaluate our method on a set of complex image pairs, which contain foreground objects with higher appearance 

variations or backgrounds with complex scenes. Some original image pairs are shown in Figs.7. (a)- (b). The corres-

ponding results are represented in Figs. 7 (c) respectively. Experimental results show that good performance for detect-

ing co-salient objects can be achieved by our method 

http://www.ijirset.com/


ISSN: 2319-8753 

               International Journal of Innovative Research in Science, Engineering and Technology 

Vol. 2, Issue 5, May 2013 

 

Copyright to IJIRSET                                                            www.ijirset.com                                                                   1641 

 

                                      
                     Fig.6.1. Saliency Detection for Single Object (a)-(b): Original images. (c): Results by our method. 

 

 Multiple Objects Detection 

 

We also evaluate our method on a set of image pairs containing objects. Some example images are shown in the  in 

Fig.8.. The results by our methods are illustrated in the Fig. 8.(c)-(d). Experimental results show that our method can 

detect co-salient multiple objects from an image pair. For example, dog with different colors are shown in the first row 

of Fig.  8, which exhibit different poses. Both of them are identified as salient objects by our method. 

 

                                            

                   Fig .6.2 Saliency Detection for multiple objects, (a)-(b): Original images pairs. (c)- (d): Results by our me-

thod. 

 

 

VII. CONCLUSION 

 

 In conclusion, a method is presented to identify co-attention objects from an image pair. This method provides an ef-

fective way to predict human fixations within multi-images, and robustly highlight co-salient regions. This method ge-

nerates the SISM by computing three visual saliency maps within each image. For the MISM computation, a co-

multilayer graph is introduced using a spatial pyramid representation for the image pair. Two types of descriptors (i.e., 

color and texture visual descriptors) are extracted for each region node, which are then used to compute the similarity 

between a node-pair. Finally, a fast single-pair SimRank algorithm is employed to measure the similarity based on the 

normalized SimRank score. Experimental results were obtained by applying the proposed method to several image 

pairs. It has been shown that our method achieves good performance for the co-salient objects detection. In the future, 

we hope to incorporate more visual features (e.g., shape and contour features) to further improve the performance. Also 

extensions to many potential applications such as the image retrieval, semantic object discovery and co-recognition will 

be investigated. 
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