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Abstract___ Cloud computing allows cloud user to 
scale up and down their resource usage based on 
needs. Many of the cloud models come from 
resource multiplexing through virtualization 
technology. In this paper, we present a system that 
uses virtualization technology to allocate resource 
dynamically based on application demands and 
support green computing by optimizing the number 
of servers in use. We introduce the concept of 
“Temperature” to measure the unevenness in the 
multidimensional resource of a server. The result of 
temperature value, we can combine different types 
of workloads dynamically and improve the overall 
utilization of server resources. We develop a set of 
heuristics that prevent overload in the system 
effectively while saving energy used. Trace driven 
simulation and experiment results demonstrate that 
our algorithm achieves good performance. 
 
Keyword___ Cloud computing, virtual machine live 
migration, hot and cold spots, resource 
management, green computing. 
 

I. INTRODUCTION 
The elasticity and the lack of upfront capital 
investment offered by cloud computing is appealing to 
many businesses. The cloud model comes from 
multiplexing of virtual resources. Studies have found 
that servers in many existing data centers are often 
severely underutilized due to over provisioning for the 
peak demand [1], [2]. The cloud model is expected to 
make such practice unnecessary by offering automatic 
scale up and down in response to load variation. 
Besides reducing the hardware cost, it also saves on 
electricity. 
Virtual machine monitors (VMMs) like Xen provide a 
mechanism for mapping virtual machines (VMs) to 
physical resources [3]. This mapping is largely hidden 
from the cloud users. Users with the Amazon EC2 
service [4], for example, do not know where their VM 
instances run. Physical machines (PMs) have sufficient 

resources to meet their needs. VM live migration 
technology makes it possible to change the mapping 
between VMs and PMs while applications are running 
[5], [6]. The mapping adaptively so that the resource 
demands of VMs are met while the number of PMs 
used is minimized. This is challenging when the 
resource needs of VMs are heterogeneous due to the 
diverse set of applications they run and vary with time 
as the workloads grow and shrink. 
We aim to achieve a primary goal in our algorithm: 
 Overload avoidance: The capacity of a PM should 

be sufficient to satisfy the resource needs of all 
VMs running on it. Otherwise, the PM is 
overloaded and can lead to degraded performance 
of its VMs. 

 
We aim to achieve a secondary goal in our algorithm: 
 Green computing: The number of PMs used 

should be minimized as long as they can still 
satisfy the needs of all VMs. Idle PMs can be 
turned off to save energy. 

For overload avoidance, we should keep the utilization 
of PMs Low to reduce the possibility of overload in 
case the resource needs of VMs increase later. For 
green computing, we should keep the utilization of 
PMs reasonably high to make efficient use of their 
energy. 
 

 
Fig. 1 System architecture 
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We make the following contribution: 
 We develop a resource management system 

that can avoid overload in the system 
effectively. 

 We introduce the concept of “Temperature” to 
measure the uneven utilization of a server. 

 Using “Temperature” value we can easily 
detect both hot and cold spot of server. 

 We can achieve the number of PMs used 
should be minimized. 

 Idle PMs can be turned off to save energy. 
 
The rest of the paper is organized as follows. Section 2 
provides an overview of our system and Section 3 
describes our algorithm to dynamically allocate the 
resource. Section 4 simulation and experiment results, 
Section 5 discusses related work and Section 6 
concludes. 
 

II. SYSTEM OVERVIEW 
The architecture of the system is presented in Fig. 1. 
Each PM runs the Xen hypervisor (VMM) which 
supports a privileged domain 0 and one or more virtual 
machine [7], [8]. Each virtual server runs an 
application or an application component.  Xen to 
implement such architecture. Each virtual server is 
assumed to be allocated a certain slice of the physical 
server resources.  A application component is called 
the nucleus on each physical server; the nucleus runs 
inside a special virtual server (domain 0 in Xen) and is 
responsible for gathering resource usage statistics on 
that server (see Fig 1). It employs a monitoring engine 
that gathers processor, network interface and memory 
swap statistics for each virtual server. The nuclei 
periodically relay these statistics to the virtual machine 
control plane. It comprises four components: a 
profiling engine, a hotspot detector, cold spot detector 
and a migration manager (see Fig 1). The profiling 
engine uses the statistics from the nuclei to construct 
resource usage profiles for each virtual server and 
aggregate profiles for each physical server. 
 
The hotspot detector continuously monitors these 
usage profiles to detect hotspots informally, a hotspot 
is said to have occurred if the aggregate usage of any 
resource (processor, network or memory) exceeds a 
threshold. Thus, the hotspot detection component 
determines when to signal the need for migrations and 
invokes the migration manager upon hotspot detection, 
which attempts hotspot mitigation via dynamic 
migrations.  It implements algorithms that determine 
what virtual servers to migrate from the overloaded 
servers, where to move them, and how much of a 
resource to allocate the virtual servers once the 

migration is complete. The cold spot detector 
continuously monitors these usage profiles to detect 
cold spots informally, a cold spot is said to have 
occurred if the aggregate usage of any resource 
(processor, network or memory) is below a threshold. 
Thus, the cold spot detector if the average utilization of 
actively used PMs is below the green computing 
threshold. If so, some of those PMs could potentially 
be turned off to save energy. It identifies the set of 
PMs whose utilization is below the cold threshold (i.e., 
cold spots) and then attempts to migrate away all their 
VMs. The migration manager assumes that the virtual 
machine monitor implements a migration mechanism 
that is transparent to applications and uses this 
mechanism to automate migration decisions. 
 

III. VIRTUAL MECHINE LIVE MIGRATION 
ALGORITHM 

Virtual machine migration takes a running virtual 
machine and moves it from one physical machine to 
another. This migration must be transparent to the 
guest operating system, applications running on the 
operating system, and remote clients of the virtual 
machine. It should appear to all parties involved that 
the virtual machine did not change its location. The 
only perceived change should be a brief slowdown 
during the migration and a possible improvement in 
performance after the migration because the VM was 
moved to a machine with more available resources. 
The migration system presented in this paper is part of 
the VMware Virtual Center product that manages 
VMware ESX Server [3]. VMware ESX Server 
consists of two main components that implement the 
virtual platform: the virtual machine monitors (VMM) 
and the vmkernel. A guest operating system such as 
Windows or Linux runs on top of this virtual platform 
(see Fig 2). The VMM handles the execution of all 
instructions on the virtual CPU and the emulation of all 
virtual devices. The vmkernel schedules the VMM for 
each virtual machine and allocates and manages the 
resources needed by the virtual machines. 
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Fig. 2 VM platform layers in VMware ESX Server 
 
Virtual machines provide a natural platform for 
migration by encapsulating all of the state of the 
hardware and software running within the virtual 
machine. There are three kinds of state that need to be 
dealt with when migrating a VM: 

 The virtual device state including the state of 
the CPU, the motherboard, networking and 
storage adapters, floppy disks, and  raphics 
adapters.  

 External connections with devices including 
networking, USB devices, SCSI storage 
devices, and removable media such as CD-
ROMs.  

 The VM’s physical memory.  
 
The actual migration process involves several steps: 

 Initiating the migration by selecting the VM 
to migrate and its destination. 

 Pre-copying the memory state of the VM to 
the destination while the VM is running on 
the source. 

 Quieting the VM and sending the non-
memory state. 

 Transferring control of the VM to the 
destination and resuming it at the destination. 

 Sending any remaining memory state and 
removing the dependency on the source 
machine. 

 
A. Hot and Cold Spots 
Our algorithm executes periodically to evaluate the 
resource allocation status based on the predicted future 
resource demands of VMs. We define a server as a hot 
spot if the utilization of any of its resources is above a 
hot threshold. This indicates that the server is 
overloaded and hence some VMs running on it should 
be migrated away. We define the temperature of a hot 
spot p as the square sum of its resource utilization 
beyond the hot threshold: 

()݁ݎݑݐܽݎ݁݉݁ݐ =  (ݎ − ௧)ଶݎ 
∈ோ

 

where R is the set of overloaded resources in server p 
and  rt is the hot threshold for resource r. (Note that 
only overloaded resources are considered in the 
calculation.). The temperature of a hot spot reflects its 
degree of overload. If a server is not a hot spot, its 
temperature is zero. We define a server as a cold spot 
if the utilizations of all its resources are below a cold 
threshold. This indicates that the server is mostly idle 
and a potential candidate to turn off to save energy. 
However, we do so only when the average resource 
utilization of all actively used servers in the system is 
below a green computing threshold. A server is 
actively used if it has at least one VM running. 
Otherwise, it is inactive. Finally, we define the warm 
threshold to be a level of resource utilization that is 
sufficiently high to justify having the server running 
but not so high as to risk becoming a hot spot in the 
face of temporary fluctuation of application resource 
demands. Different types of resources can have 
different thresholds. For example, we can define the 
hot thresholds for CPU and memory resources to be 90 
and 80 percent, respectively. Thus a server is a hot spot 
if either its CPU usage is above90 percent or its 
memory usage is above 80 percent. 
 
B. Hot Spot Mitigation 
We sort the list of hot spots in the system in 
descending temperature (i.e., we handle the hottest one 
first). Our go alis to eliminate all hot spots if possible. 
Otherwise, keep their temperature as low as possible. 
For each server p, we first decide which of its VMs 
should be migrated away. We sort its list of VMs based 
on the resulting temperature of the server if that VM is 
migrated away. We aim to migrate away the VM that 
can reduce the server’s temperature the most. In case 
of ties, we select the VM whose removal can reduce 
the temperature of the server the most. For each VM in 
the list, we see if we can find a destination server to 
accommodate it. The server must not become a hot 
spot after accepting this VM. Among all such servers, 
we select one whose temperature can be reduced the 
most by accepting this VM. Note that this reduction 
can be negative which means we select the server 
whose temperature increases the least. If a destination 
server is found, we record the migration of the VM to 
that server and update the predicted load of related 
servers. Otherwise, we move onto the next VM in the 
list and try to find a destination server for it. As long as 
we can find a destination server for any of its VMs, we 
consider this run of the algorithm a success and then 
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move onto the next hot spot. Note that each run of the 
algorithm migrates away at most one VM from the 
overloaded server. This does not necessarily eliminate 
the hot spot, but at least reduces its temperature. If it 
remains a hot spot in the next decision run, the 
algorithm will repeat this process. It is possible to 
design the algorithm so that it can migrate away 
multiple VMs during each run. But this can add more 
load on the related servers during a period when they 
are already overloaded. We decide to use this more 
conservative approach and leave the system sometime 
to react before initiating additional migrations. 
 
C. Green Computing 
When the resource utilization of active servers is too 
low, some of them can be turned off to save energy. 
This is handled in our green computing algorithm. The 
challenge here is to reduce the number of active 
servers during low load without sacrificing 
performance either now or in the future. Our green 
computing algorithm is invoked when the average 
utilizations of all resources on active servers are below 
the green computing threshold. We sort the list of cold 
spots in the system based on the ascending order of 
their memory size. Since we need to migrate away all 
its VMs before we can shut down an underutilized 

server, we define the memory size of a cold spot as the 
aggregate memory size of all VMs running on it. 
Recall that our model assumes all VMs connect to 
share back-end storage. Hence, the cost of a VM live 
migration is determined mostly by its memory 
footprint. The resource utilizations of the server after 
accepting the VM must be below the warm threshold. 
While we can save energy by consolidating 
underutilized servers, overdoing it may create hot spots 
in the future. The warm threshold is designed to 
prevent that. If multiple servers satisfy the above 
criterion, we prefer one that is not a current cold spot. 
This is because increasing load on a cold spot reduces 
the likelihood that it can be eliminated. 
 

TABLE 1 
Parameter in our simulation 

 
Symbol Meaning value 

h hot threshold 0.9 

c cold threshold 0.25 

W Warm threshold 0.65 

G Green computing threshold 0.3 

 
 

We eliminate cold spots in the system only when the 
average load of all active servers (APMs) is below the 
green computing threshold. Otherwise, we leave those 
cold spots there as potential destination machines for 
future offloading. 
 

IV. SIMULATION AND EXPERIMENT RESULTS 
We evaluate the performance of our algorithm using 
trace driven simulation. The raw traces are pre-
processed into “Usher” format so that the simulator 
can read them. 
We collected the traces from a variety of sources: 

 Web Info Mall: The largest online Web 
archive in China. 

 Real Course: The largest online distance 
learning system in China with servers 
distributed across 13 major cities. 

 Amazing Store: The largest P2P storage 
system in China. 

We also collected traces from servers and 
desktopcomputers in our university including one of 
our mailservers, the central DNS server, and desktops 
in ourdepartment. 

 
A. Scalability of the Algorithm 
We evaluate the scalability of our algorithm by varying 
the number of VMs in the simulation between 200 and 
1,400.The ratio of VM to PM is 10:1. The results are 
shown in Fig. 3. Fig. 3a shows that the average 
decision time of our algorithm increases with the 
system size. The speed of increase is between linear 
and quadratic. We break down the decision time into 
two parts: hot spot mitigation (marked as “hot”) and 
green computing (marked as “cold”).We find that hot 
spot mitigation contributes more to the decision time. 
We also find that the decision time for the synthetic 
workload is higher than that for the real trace due to 
the large variation in the synthetic workload. Fig. 3b 
shows the average number of migrations in the whole 
system during each decision. The number of 
migrations is small and increases roughly linearly with 
the system size. We find that hot spot contributes more 
to the number of migrations. We also find that the 
number of migrations in the synthetic workload is 
higher than that in the real trace.  
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Fig. 3 Migration effectiveness
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With 140 PMs and 1,400 VMs, on average each run of 
our algorithm incurs about three migrations in the 
whole system for the synthetic workload and only 
1.3migrations for the real trace. This is also verified by 
Fig. 5cwhich computes the average number of 
migrations per VMin each decision. 
 
B. Algorithm Effectiveness 
We evaluate the effectiveness of our algorithm in 
overload mitigation and green computing. We start 
with a small scale experiment consisting of three PMs 
and five VMs so that wecan present the results for all 
servers in Fig. 4. Different shades are used for each 
VM. All VMs are configured with128 MB of RAM. 
An Apache server runs on each VM. We use http erf to 
invoke CPU intensive PHP scripts on the Apache 
server.  
 

 
 
Fig. 4 Algorithm effectiveness 
 
This allows us to subject the VMs to different degrees 
of CPU load by adjusting the client request rates. The 
utilization of other resources are kept low. We first 
increase the CPU load of the three VMs on PM1to 
create an overload. Our algorithm resolves the 
overload by migrating VM3 to PM3. It reaches a stable 
state under high load around 420 seconds. Around 890 
seconds, we decrease the CPU load of all VMs 
gradually. Around 1,700 seconds, VM3 is migrated 
from PM3 toPM2 so that PM3 can be put into the 
standby mode. Around2,200 seconds, the two VMs on 
PM1 are migrated to PM2 so that PM1 can be released 
as well. As the load goes up and down, our algorithm 
will repeat the above process: spread over or 

consolidate the VMs as needed. Fig. 5 shows how the 
algorithm spreads the VMs to other PMs over time. As 
we can see from the figure, the algorithm balances the 
two types of VMs appropriately. The figure also shows 
that the load across the set of PMs becomes well 
balanced as we increase the load. 
 

 
Fig. 5 VM distribution over time 
 

V. RELATED WORK 
A. Resource Allocation at the Application Level 
Automatic scaling of Web applications was previously 
studied in [11] and [12] for data center environments. 
In MUSE [11], each server has replicas of all web 
applications running in the system. The dispatch 
algorithm in a frontendL7-switch makes sure requests 
are reasonably served while minimizing the number of 
underutilized servers. Work [12]uses network flow 
algorithms to allocate the load of an application among 
its running instances. For connection oriented Internet 
services like Windows Live Messenger, work [9] 
presents an integrated approach for load dispatching 
and server provisioning. All works above do not use 
virtual machines and require the applications be 
structured in a multitier architecture with load 
balancing provided through an front end dispatcher. A 
VM is treated like a black box. Resource management 
is done only at the granularity of whole VMs. Map 
Reduce [13] is another type of popular Cloud service 
where data locality is the key to its performance. 
Quincy[14] adopts min-cost flow model in task 
scheduling to maximize data locality while keeping 
fairness among different jobs. The “Delay Scheduling” 
algorithm [15] trades execution time for data locality. 
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Work [16] assign dynamic priorities to jobs and users 
to facilitate resource allocation. 
 
B. Resource Allocation by Live VM Migration 
VM live migration is a widely used technique for 
dynamicresource allocation in a virtualized 
environment [7], [10],[17]. Our work also belongs to 
this category. Sandpipercombines multidimensional 
load information into a singleVolume metric [7]. It 
sorts the list of PMs based on theirvolumes and the 
VMs in each PM in their volume-to-sizeratio (VSR), 
their work has no support forgreen computing and 
differs from ours in many otheraspects such as load 
prediction.The HARMONY system applies 
virtualization technologyacross multiple resource 
layers [17]. It uses VM and datamigration to mitigate 
hot spots not just on the servers, butalso on network 
devices and the storage nodes as well. It introduces the 
Extended Vector Product (EVP) as an indicator of 
imbalance in resource utilization. Their load balancing 
algorithm is a variant of the Toyoda method [18] 
formulate dimensional knapsack problem. Unlike our 
system, their system does not support green computing 
and load prediction is left as future work. Dynamic 
placement of virtual servers to minimize SLA 
violations is studied in [10]. They model it as a bin 
packing problem and use the well-known first-fit 
approximation algorithm to calculate the VM to PM 
layout periodically. 
 
C. Green Computing 
Green computing, also called green technology, is the 
environmentally responsible use of computers and 
related resources. Such practices include the 
implementation of energy-efficient central processing 
units (CPUs), servers and peripherals as well as 
reduced resource consumption and proper disposal of 
electronic waste (e-waste).Many efforts have been 
made to curtail energy consumption in data centers. 
Hardware-based approaches include novel thermal 
design for lower cooling power, or adopting power 
proportional and low-power hardware. PowerNap [19] 
resorts to new hardware technologies such as solid 
state disk (SSD) and Self-Refresh DRAM to 
implement rapid transition(less than 1ms) between full 
operation and low power state, so that it can “take a 
nap” in short idle intervals. When a server goes to 
sleep, Somniloquy [20] notifies an embedded system 
residing on a special designed NIC to delegate the 
main operating system. It gives the illusion that the 
server is always active. Our work belongs to the 
category of pure-software low cost solutions [9], [10], 

[11], [21], [22], [23]. Similar to Somniloquy [20], 
Sleep Server [22] initiates virtual machines on a 
dedicated server as delegate, instead of depending on a 
special NIC. 
 

VI. CONCLUSION 
We have presented the design, implementation, and 
evaluation of a resource management system for cloud 
user. Our system multiplexes virtual to physical 
resources adaptively based on the user needs. We use 
the temperature metric to combine VMs with different 
resource characteristics appropriately so that the 
capacities of servers are well utilized. Our algorithm 
achieves main goal as overload avoidance and 
secondary goal as green computing for systems with 
multisource constraints. 
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