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ABSTRACT: A database can contain several dimensions or attributes. Many Clustering methods are designed for 
clustering low–dimensional data. In high dimensional space finding clusters of data objects is challenging due to the 
curse of dimensionality. When the dimensionality increases, data in the irrelevant dimensions may produce much noise 
and mask the real clusters to be discovered. To deal with these problems, an efficient feature subset selection technique 
for high dimensional data has been proposed. Feature subset selection reduces the data size by removing irrelevant or 
redundant attributes. This algorithm works in two different steps that is minimum spanning tree based clustering 
methods and representative feature cluster selection. The proposed Pearson correlation measure focused on minimized 
redundant data. As a result, only a small number of discriminative features are selected. 
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I. INTRODUCTION
 In machine learning and statistics, feature selection, also known as attribute selection, is the process of selecting a 
subset of relevant features for use in model construction. Feature selection has been an active and field of research and 
development for decades in statistical pattern recognition, machine learning, data mining and statistics. It has proven in 
both theory and practice effective in enhancing learning efficiency, increasing predictive accuracy, and reducing 
complexity of learned results[13]. The central assumption when using a feature selection technique is that the data 
contains many redundant or irrelevant features. Redundant features are those which provide no more information than 
the currently selected features, and irrelevant features provide no useful information in any context. Feature selection 
techniques are a subset of the more general field of feature extraction. Feature extraction creates new features from 
functions of the original features[12], whereas feature selection returns a subset of the features. 
In the presence of hundreds or thousands of features, researchers notice that it is common that a large number of 
features are not informative because they are either irrelevant or redundant with respect to the class concept. In other 
words, learning can be achieved more efficiently and effectively with just relevant and non-redundant features. 
However, the number of possible feature subsets grows exponentially with the increase of dimensionality. Finding an 
optimal subset is usually intractable and many problems related to feature selection have been shown to be NP-hard. 
Feature selection techniques are often used in domains where there are many features and comparatively few samples 
(or data points). The archetypal case is the use of feature selection in analysing DNA microarrays, where there are 
many thousands of features, and a few tens to hundreds of samples[11]. Feature selection is also useful as part of the 
data analysis process, as shows which features are important for prediction, and how these features are related. 
Irrelevant features, along with redundant features, severely affect the accuracy of the learning machines. Thus, feature 
subset selection should be able to identify and remove as much of the irrelevant and redundant information as possible.  
Many feature subset selection methods have been proposed and studied for machine learning applications. Existing 
feature selection approaches generally belong to the following two categories: wrapper and filter. Wrappers include the 
target classifier as a part of their performance evaluation, while filters employ evaluation functions independent from 
the target classifier. Since wrappers train a classifier to evaluate each feature subset, they are much more 
computationally intensive than filters. Hence, filters are more practical than wrappers in high-dimensional feature 
spaces. Their computational complexity is low, but the accuracy of the learning algorithms is not guaranteed. 
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In cluster analysis, graph-theoretic methods have been well studied and used in many applications. Their results have, 
sometimes, the best agreement with human performance. The general graph-theoretic clustering is simple: compute a 
neighbourhood graph of instances, then delete any edge in the graph that is much longer/shorter (according to some 
criterion) than its neighbours[12]. The result is a forest and each tree in the forest represents a cluster. Here, minimum 
spanning tree based clustering algorithms is used because they do not assume that data points are grouped around 
centres or separated by a regular geometric curve and have been widely used in practice. Based on the MST method, a 
Fast clustering bAsed feature Selection algoriThm (FAST) is proposed. The FAST algorithm works in two steps. In the 
first step, features are divided into clusters by using graph-theoretic clustering methods. In the second step, the most 
representative feature that is strongly related to target classes is selected from each cluster to form the final subset of 
features. 
 

II. RELATED WORK 
 
In [8] authors  introduced a novel concept, predominant correlation, and propose a fast filter method which can identify 
relevant features as well as redundancy among relevant features without pair wise correlation analysis. The efficiency 
and effectiveness of our method is demonstrated through extensive comparisons with other methods using real-world 
data of high dimensionality. In [9] authors present a novel concept predominant correlation and propose a new 
algorithm that can effectively select good features based on correlation analysis with less than quadratic time 
complexity. A correlation based measure used in this approach. Two approaches classical linear correlation and 
Information theory are used. The algorithm used is FCBF, Fast correlation based filter. In [10] authors introduced the 
importance of removing redundant genes in sample classification and pointed out the necessity of studying feature 
redundancy. And proposed a redundancy based filter method with two desirable properties. It does not require the 
selection of any threshold in determining feature relevance or redundancy and it combines sequential forward selection 
with elimination, which substantially reduces the number of feature pairs to be evaluated in redundancy analysis. In [7]  
authors proposed a new framework of efficient feature selection via relevance and redundancy analysis, and a 
correlation-based method which uses C-correlation for relevance analysis and both C- and F-correlations for 
redundancy analysis. A new feature selection algorithm is implemented and evaluated through extensive experiments 
comparing with three representative feature selection algorithms. The feature selection results are further verified by 
two different learning algorithms. In [5] authors present an integrated approach to intelligent feature selection. They 
introduce a unifying platform which serves an intermediate step toward building an integrated system for intelligent 
feature selection and illustrate the idea through a preliminary system based on research. The unifying platform is one 
necessary step toward building an integrated system for intelligent feature selection. The ultimate goal for intelligent 
feature selection is to create an integrated system that will automatically recommend the most suitable algorithm to the 
user while hiding all technical details irrelevant to an application. In [13] authors present an optimization tool for 
attribute selection. This paper formulates and validates a method for selecting optimal attribute subset based on 
correlation using Genetic algorithm, where genetic algorithm used as optimal search tool for selecting subset of 
attributes. Correlation between the attributes will decide the fitness of individual to take part in mating. Fitness function 
for GA is a simple function, which assigns a rank to individual attribute on the basis of correlation coefficients. Since 
strongly correlated attributes cannot be the part of DW together, only those attributes shall be fit to take part in the 
crossover operations that are having lower correlation coefficients. In [11] authors generalised the ensemble approach 
for feature selection. So that it can be used in conjunction with many subset evaluation techniques, and search 
algorithms. A recently developed heuristic algorithm harmony search is employed to demonstrate the approaches. The 
key advantage of FSE is that the performance of the feature selection procedure is no longer depended upon one 
selected subset, making this technique potentially more flexible and robust in dealing with high dimensional and large 
datasets. In [14] authors identify the problems associated with clustering of gene expression data, using traditional 
clustering methods, mainly due to the high dimensionality of the data involved. For this reason, subspace clustering 
techniques can be used to uncover the complex relationships found in data since they evaluate features only on a subset 
of the data. Differentiating between the nearest and the farthest neighbours becomes extremely difficult in high 
dimensional data spaces. Hence a thoughtful choice of the proximity measure has to be made to ensure the 
effectiveness of a clustering technique. In [12] authors proposed a framework for feature selection which avoids 
implicitly handling feature redundancy and turns to efficient elimination of redundant features via explicitly handling 
feature redundancy. This framework composed of two steps: analysis of relevance determines the subset of relevant 
features by removing irrelevant ones, and analysis of redundancy determines and eliminates redundant features from 
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relevant ones and thus produces the final subset. A novel clustering based feature subset selection algorithm for high 
dimensional data.  
 

III. PROPOSED SYSTEM 
 
Feature selection involves identifying a subset of the most useful features that produces compatible results as the 
original entire set of features. This algorithm works in two steps. In the first step, features are divided into clusters by 
using graph-theoretic clustering methods and in the second step, the most representative feature that is strongly related 
to target classes is selected from each cluster to form a subset of features. Pearson correlation is used for improving the 
efficiency and accuracy. 
 
Advantages 
 Low Time Consuming process  
 Effective search is achieved based on feature search. 
 There should be no outliers in the data. 
 Easy to cluster the values. 

  
 
The proposed system has mainly six modules namely Load Data and Classify, Information Gain Computation, T-
Relevance Calculation, Pearson-Correlation Calculation, MST Construction, Cluster Formation. The data has to be pre-
processed for removing missing values, noise and outliers. Then the given dataset must be converted into the arff 
format which is the standard format for WEKA toolkit. From the arff format, only the attributes and the values are 
extracted and stored into the database.  

 

A. Information Gain computation 
Relevant features have strong correlation with target concept so are always necessary for a best subset, while redundant 
features are not because their values are completely correlated with each other. Thus, notions of feature redundancy and 
feature relevance are normally in terms of feature correlation and feature-target concept correlation. 
 
To find the relevance of each attribute with the class label, Information gain is computed. This is also said to be Mutual 
Information  measure. Mutual information measures how much the distribution of the feature values and target classes 
differ from statistical independence. This is a nonlinear estimation of correlation between feature values or feature 
values and target classes.  

 
(ܻ|ܺ)ܩܫ = (ܺ)ܪ                                            (ܻ|ܺ)ܪ−

To calculate gain, we need to find the entropy and conditional entropy values. The equations for that are given below: 

(ܺ)ܪ = −෍݌(ݔ௜)
௜

logଶ(݌(ݔ௜)) 

(ܻ|ܺ)ܪ = −  ෍(ݕ)݌෍(ݕ|ݔ)݌ logଶ (ݕ|ݔ)݌
௫∈௑௬∈௒

 

 
Where p(x) is the probability density function and p(x|y) is the conditional probability density function. 
 
 
 

B. T-relevance calculation and F-Correlation 
The relevance between the feature Fi ∈ F and the target concept C is referred to as the T-Relevance of Fi and C, and 
denoted by SU (Fi,C). If SU (Fi,C) is greater than a predetermined threshold , we say that Fi is a strong T-Relevance 
feature. 
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ܷܵ(ܺ,ܻ) = 2 ቈ
(ܻ|ܺ)ܩܫ

(ܺ)ܪ +  ቉(ܻ)ܪ

 
After finding the relevance value, the redundant attributes will be removed with respect to the threshold value.The 
correlation between any pair of features Fi and Fj is called the F-Correlation of Fi and Fj, and denoted by SU(Fi ,Fj) 

 

C. Pearson Correlation  calculation 

Pearson Coefficient is used to measure the strength of a linear association between two variables, where the value r = 1 
means a perfect positive correlation and the value r = -1 means a perfect negative correlation. 

 

D. MST Construction 
Kruskal's algorithm is a greedy algorithm in graph theory that finds a minimum spanning tree for a connected weighted 
graph. This means it finds a subset of the edges that forms a tree that includes every vertex, where the total weight of 
all the edges in the tree is minimized. If the graph is not connected, then it finds a minimum spanning forest (a 
minimum spanning tree for each connected component). 
 
The description is as follows 

1.  Create a forest F (a set of trees), where each vertex in the graph is a separate tree. 
2. Create a set S containing all the edges in the graph     
3. While S is nonempty and F is not yet spanning         

a.  remove an edge with minimum weight from S          
b. if that edge connects two different trees, then add it to the forest, combining two trees into a single tree         
c.  Otherwise discard that edge.   

At the termination of the algorithm, the forest forms a minimum spanning forest of the graph. If the graph is connected, 
the forest has a single component and forms a minimum spanning tree. 

 
IV. SYSTEM DESIGN AND IMPLEMENTATION 

 
The proposed FAST algorithm logically consists of three steps:  
(i) Remove irrelevant features,   
(ii) Constructs a MST from relative ones,  
(iii) Partitioning the MST and selects representative features 
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Fig 1. Framework for the proposed system 
 
For the purposes of evaluating the performance and effectiveness of FAST algorithm, verifying whether or not the 
method is potentially useful in practice, and allowing other researchers to confirm our results, 35 publicly available 
data sets were used. The 35 data sets cover a range of application domains such as text, image and bio microarray data 
classification. A dataset file has been made in ASCII in CSV format, then conversion of this file to ARFF file is done. 
ARFF files are readable in Weka.  The generated ARFF file is opened in Weka and then different processes like data 
cleaning, data processing and data transformation are applied on to the input database file. These steps act as pre-
processing steps for the classification of data. 
For a dataset D with m features and class C, T-Relevance is determined using the symmetrical uncertainty. Then 
Pearson correlation is used to reduce redundancy and construct a complete graph. The complete graph G reflects the 
correlations among all the target-relevant features. For high dimensional data, it is heavily dense and the edges with 
different weights are strongly interweaved. Moreover, the decomposition of complete graph is NP-hard. Thus for graph 
G, construct a MST, which connects all vertices such that the sum of the weights of the edges is the minimum, using 
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the well known Kruskal’s algorithm. After building the MST, remove the edges, whose weights are smaller than both 
of the T-Relevance, from the MST and a Forest is obtained. Each tree in the Forest represents a cluster. Features in 
each cluster are redundant so choose some more features apart from the representative with the help of fixing the 
threshold and comprise the final feature subset. 

 
V. RESULT AND ANALYSIS 

When evaluating the performance of the feature subset selection algorithms, four metrics, 1) the proportion of selected 
features 2) the time to obtain the feature subset, 3) the classification accuracy, and 4) the Win/Draw/Loss record are used. The 
proportion of selected features is the ratio of the number of features selected by a feature selection algorithm to the original 
number of features of a dataset. The Win/Draw/Loss record presents three values on a given measure, i.e., the numbers of 
datasets for which our proposed algorithm FAST obtains better, equal, and worse performance than other five feature 
selection algorithms, respectively.  
 
In the Existing System, there are so many clusters are formed based on the similar values. In this, we get accurate and 
small number of clusters. Through this, we can improve the efficiency by using Pearson coefficient. 

 
 

Fig 2. Performance evaluation by using Cluster count 
 

VI. CONCLUSION 
 

In this paper, novel clustering- based feature subset selection algorithm for high dimensional data is presented. The 
algorithm involves removing the irrelevant features, constructs the minimum spanning tree from relative ones, and 
partitioning the MST and selects representative features. In the proposed algorithm, a cluster based feature selection is 
done and thus dimensionality is drastically reduced. For efficiency Pearson correlation is used for removing the 
redundant data. For the future work, we plan to explore different types of correlation measures. 
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