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ABSTRACT: The information in the way of publishing requires some of the privacy measures. The k-anonymity 
privacy requirement for publishing micro data requires that each equivalence class (i.e., a set of records that are 
indistinguishable from each other with respect to certain “identifying” attributes) contains at least k records. 
Recently, several authors have recognized that k-anonymity cannot prevent attribute disclosure. The notion of l -
diversity has been proposed to address this; l -diversity requires that each equivalence class has at least ` well-
represented values for each sensitive attribute. In this article, we show that l -diversity has a number of limitations. 
In particular, it is neither necessary nor sufficient to prevent attribute disclosure. Motivated by these limitations, we 
propose a new notion of privacy called “closeness”. Here it  present the base model t- closeness, which requires that 
the distribution of a sensitive attribute in any equivalence class is close to the distribution of the attribute in the 
overall table (i.e., the distance between the two distributions should be no more than a threshold t). Then propose a 
more flexible privacy model called (n, t)-closeness that offers higher utility and it describes desiderata for designing 
a distance measure between two probability distributions and present two distance measures. This paper discusses 
the rationale for using closeness as a privacy measure and illustrates its advantages through examples and 
experiments. 
 
KEY TERMS: privacy preservation, data anonymization, data publishing, data security. 
 

I. INTRODUCTION 
 
Government agencies and other organizations often need to publish microdata, e.g., medical data or census 

data, for research and other purposes. Typically, such data is stored in a table, and each record (row) corresponds to 
one individual. Each record has a number of attributes, which can be divided into the following three categories. (1) 
Attributes that clearly identify individuals. These are known as explicit identifiers and include, e.g.,Social Security 
Number. (2) Attributes whose values when taken together can potentially identify an individual. These are known as 
quasi-identifiers, and may include, e.g., Zip-code, Birth-date, and Gender. (3) Attributes that are considered 
sensitive, such as Disease and Salary.    
 

When releasing microdata, it is necessary to prevent the sensitive information of the individuals from being 
disclosed. Two types of information disclosure have been identified in the literature [8], [15]: identity disclosure and 
attribute disclosure. Identity disclosure occurs when an individual is linked to a particular record in the released 
table. Attribute disclosure occurs when new information about some individuals is revealed, i.e., the released data 
makes it possible to infer the characteristics of an individual more accurately than it would be possible before the 
data release. Identity disclosure often leads to attribute disclosure.    include both explicit identifiers and quasi-
identifiers.  
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II. FROM k-ANONYMITY TO l-DIVERSITY 
 

The protection k-anonymity provides is simple and easy to understand. If a table satisfies k -anonymity for some 
value 

ZIP 
Code 

 

Age 
 

Disease 
 

47677 
47602 
47678 
47905 
47909 
47906 
47605 
47673 
47647 
 

29 
22 
27 
43 
52 
47 
30 
36 
32 

Heart 
Disease 
Heart 
Disease 
Heart 
Disease 
Flu 
Heart 
Disease 
Cancer 
Heart 
Disease 
Cancer 
Cancer  

TABLE 1 
Original Patients Table 

 
 

            ZIP Code       Age   Disease 
 

1 
2 
3 

476** 
476** 
476** 

2* 
2* 
2* 

Heart Disease 
Heart Disease 
Heart Disease 

4 
5 
6 

4790* 
4790* 
4790* 

> 40 
> 40 
> 40 

Flu 
Heart Disease 
Cancer 

7 
8 
9 

476** 
476** 
476** 

3* 
3* 
3* 
 

Heart Disease 
Cancer 
Cancer 

 
TABLE 2 

A 3-Anonymous Version of Table 1 
 

k, then anyone who knows only the quasi-identifier values of one individual cannot identify the record 
corresponding to that individual with confidence greater than 1/k. 
While k-anonymity protects against identity disclosure, it does not provide sufficient protection against attribute 
disclosure. This has been recognized by several authors, e.g., [23], [33], [40]. Two attacks were identified in [23]: 
the homogeneity attack and the background knowledge attack. 
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Example 1: Table 1 is the original data table, and Table 2 is an anonymized version of it satisfying 3-anonymity. 
The Disease attribute is sensitive. Suppose Alice knows that Bob is a 27-year old man living in ZIP 47678 and 
Bob’s record is in the table. From Table 2, Alice can conclude that Bob corresponds to one of the first three records, 
and thus must have heart disease. This is the homogeneity attack. For an example of the background knowledge 
attack, suppose that, by knowing Carl’s age and zip code, Alice can conclude that Carl corresponds to a record in the 
last equivalence class in Table 2. Furthermore, suppose that Alice knows that Carl has a very low risk for heart 
disease. This background knowledge enables Alice to conclude that Carl most likely has cancer.  
1) Distinct l-diversity. The simplest understanding of “well represented” would be to ensure there are at least l 
distinct values for the sensitive attribute in each equivalence class. Distinct l -diversity does not prevent probabilistic 
inference attacks. An equivalence class may have one value appear much more frequently than other values, 
enabling an adversary to conclude that an entity in the equivalence class is very likely to have that value. This 
motivated the development of the following stronger notions of l -diversity. 
2) Probabilistic l-diversity. An anonymized table satisfies probabilistic l -diversity if the frequency of a sensitive 
value in each group is at most 1/l this guarantees that an observer cannot infer the sensitive value of an individual 
with probability greater than 1/l 
3) Entropy l-diversity. The entropy of an equivalence class E is defined to be 





Ss

sEpsEpEEntropy ),(log),()( p(E, s)  

in which S is the domain of the sensitive attribute, and p(E, s) is the fraction of records in E that have sensitive value 
s. 
A table is said to have entropy `-diversity if for every equivalence class E, Entropy(E)   log l `. Entropy l `-
diversity is stronger than distinct `-diversity. As pointed out in [23], in order to have entropy ` l -diversity for each 
equivalence class, the entropy of the entire table must be at least log(l). Sometimes this may too restrictive, as the 
entropy of the entire table may be low if a few values are very common. This leads to the following less 
conservative notion of ` l -diversity. 
4) Recursive (c, l `)-diversity. Recursive (c, l )-diversity (c is a float number and l is an integer) makes sure that the 
most frequent value does not appear too frequently, and the less frequent values do not appear too rarely. 
Let m be the number of values in an equivalence class, and ri,,1 _  i   m be the number of times that the ith most 
frequent sensitive value appears in an equivalence class E. Then E is said to have recursive (c, l `)-diversity if r1 < 
c(rl + rl+1 + ... + rm). A table is said to have recursive (c, l)-diversity if all of its equivalence classes have recursive 
(c, l)-diversity. 
 

III. LIMITATIONS OF ` l –DIVERSITY 
 
While the `-diversity principle represents an important step beyond k-anonymity in protecting against attribute 
disclosure, it has several shortcomings.l-diversity may be difficult to achieve and may not provide sufficient privacy 
protection. 
Example 2: Suppose that the original data has only one sensitive attribute: the test result for a particular virus. It 
takestwo values: positive and negative. Further suppose that thereare 10000 records, with 99% of them being 
negative, and only1% being positive. Then the two values have very different degrees of sensitivity. One would not 
mind being known to betested negative, because then one is the same as 99% of the population, but one would not 
want to be known/considered to be tested positive. In this case, 2-diversity does not provide sufficient privacy 
protection for an equivalence class that contains only records that are negative. In order to have a distinct 2-diverse 
table, there can be at most 10000×1% = 100equivalence classes and the information loss would be large.Also 
observe that because the entropy of the sensitive attribute in the overall table is very small, if one uses entropy  l - 
diversity, l  must be set to a small value. l -diversity is insufficient to prevent attribute disclosure. 
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Below we present two attacks on l  -diversity. 
Skewness Attack: When the overall distribution is skewed,satisfying `-diversity does not prevent attribute 
disclosure. 
 
 

IV. ALGORITHM 
 

Step 1: Let P be a set of tuples is partitioned into r partitions {P1, P2, ..., Pr} 
 
Step 2: If Pi (1 <= i <= r) contains at least n records, then Pi satisfies the (n, t)-closeness requirement. 
 
Step 3: If Pi (1 <= i <=r) contains less than n records, the algorithm computes the distance between Pi and each 
partition in Parent (P). 
 
Step 4: If there exists at least one large partition (containing at least n records) in Parent (P) whose distance to Pi (D 
[Pi,Q]) is at most t 
 
Step 5: Pi satisfies the (n, t)-closeness requirement. 
 

V. ARCHITECTURE OF THE PROPOSED SYSTEM 
 

 
 
METHOD DESCRIPTION 
Admin 

 While the released table gives useful information to researchers, it presents disclosure risk to the 
individuals whose data are in the table.  

 Therefore, our objective is to limit the disclosure risk to an acceptable level while maximizing the benefit.  
 This is achieved by anonym zing the data before release.  
 The first step of anonymization is to remove explicit identifiers.  
 However, this is not enough, as an adversary may already know the quasi-identifier values of some 

individuals in the table. This knowledge can be either from personal knowledge (e.g., knowing a particular 
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individual in person), or from other publicly available databases (e.g., a voter registration list) that include 
both explicit identifiers and quasi-identifiers.  

Survey 
 GOVERNMENT agencies and other organizations often need to publish microdata, e.g., medical data or census 

data, for research and other purposes.  
 Typically, such data are stored in a table, and each record (row) corresponds to one individual.  
 Each record has a number of attributes, Which can be divided into the following three categories: 
  1) Attributes that clearly identify individuals. These are known as explicit identifiers and include, e.g., Social 

Security Number.  
 2) Attributes whose values when taken together can potentially identify an individual. These are known as 

quasi-identifiers, and may include, e.g., Zip code, Birth-date, and Gender.  
 3) Attributes that are considered sensitive, such as Disease and Salary. When releasing micro data, it is 

necessary to prevent the sensitive information of the individuals from being disclosed. 
 Two types of information disclosure have been identified in the literature: identity disclosure and attribute 

disclosure.  
 Identity disclosure occurs when an individual is linked to a particular record in the released table. 
Security 

 The protection k-anonymity provides is simple and easy to understand. 
 If a table satisfies k-anonymity for some value k, then anyone who knows only the quasi-identifier values 

of one individual cannot identify the record corresponding to that individual with confidence greater than 
1=k.  

 While k-anonymity protects against identity disclosure, it does not provide sufficient protection against 
attribute disclosure. 

 
Table1 
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Table2 

Privacy measure 
 In this paper, we propose a novel privacy notion called “closeness.” 
 We first formalize the idea of global background knowledge and propose the base model t-closeness which 

requires that the distribution of a sensitive attribute in any equivalence class to be close to the distribution 
of the attribute in the overall table. 

 This effectively limits the amount of individual-specific information an observer can learn. However, an 
analysis on data utility shows that t-closeness substantially limits the amount of useful information that can 
be extracted from the released data. 

 This limits the amount of sensitive information about individuals while preserves features and patterns 
about large groups.  

 To incorporate distances between values of sensitive attributes, we use the Earth Mover Distance metric to 
measure the distance between the two distributions.  

 We also show that EMD has its limitations and describe our desiderata for designing the distance measure.  
 

Data publishing 
 Privacy-preserving data publishing has been extensively studied in several other aspects. 
 First, background knowledge presents additional challenges in defining privacy requirements.  
 Second, several work considered continual data publishing, i.e., republication of the data after it has been 

updated. 
 Presence to prevent membership disclosure, which is different from identity/attribute disclosure. Showed 

that knowledge of the anonymization algorithm for data publishing can leak extra sensitive 
SCREEN SHOTS 
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VI. CONCLUSION AND FUTURE WORK 
 

While k-anonymity protects against identity disclosure, it does not provide sufficient protection against 
attribute disclosure The notion of l`-diversity attempts to solve this problem. We have shown that l`-diversity has a 
number of limitations and especially presented two attacks on l`-diversity. Thus we have proposed a novel privacy 
notion called “closeness” and a more flexible privacy model called (n, t)-closeness. We explain the rationale of the 
(n, t)- closeness model and show that it achieves a better balance between privacy and utility. To incorporate 
semantic distance, we choose to use the Earth Mover Distance measure. We also point out the limitations of EMD, 
present the desiderata for designing the distance measure, and propose a new distance measure that meets all the 
requirements. Finally, through experiments on real data, we show that similarity attacks are a real concern and the 
(n, t)- closeness model better protects the data while improving the utility of the released data.  
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