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Abstract: Face recognition is an example of advanced object recognition. The process is influenced by several factors such as shape, reflectance, 

pose, occlusion and illumination which make it even more difficult. Today there exist many well known techniques to try to recognize a face. 

We present to the reader an investigation into individual strengths and weaknesses of the most common techniques including feature based 

methods, PCA based eigenfaces, LDA based fisherfaces, ICA, Gabor wavelet based methods, neural networks and hidden Markov models. 

Hybrid systems try to combine the strengths and suppress the weaknesses of the different techniques either in a parallel or serial manner. Today 

there exist many well known techniques to try to recognize a face. Experiments done with implementations of different methods have shown that 

they have individual strengths and weaknesses. Hybrid systems try to combine the strengths and suppress the weaknesses of the different 

techniques either in a parallel or serial manner. The paper is to evaluate the different techniques and consider different combinations of these. 

Here we compare or evaluate templates based and geometry based face recognition, also give the comprehensive survey based face recognition 

methods. 
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INTRODUCTION 

Face recognition is an example of advanced object 

recognition. The process is influenced by several factors 

such as shape, reflectance, pose, occlusion and illumination. 

A human face is an extremely complex object with features 

that can vary over time, sometimes very rapidly. It is 

covered with skin, a non-uniformly textured material that is 

difficult to model. Skin can change color quickly when one 

is embarrassed or becomes warm or cold and the reflectance 

properties of the skin change as the perspiration level 

changes.  

LITERATURE REVIEW OF FACE RECOGNITION 

AND EVALUATION 

Recent Approaches to Face Recognition 

Face recognition has been an active research area over last 

35 years. This research spans several disciplines such as 

image processing, pattern recognition, computer vision, and 

neural networks. It has been studied by scientists from 

different areas of psychophysical sciences and those from 

different areas of computer sciences. Psychologists and 

neuroscientists mainly deal with the human perception part 

of the topic, whereas engineers studying on machine 

recognition of human faces deal with the computational 

aspects of face recognition. Face recognition has 

applications mainly in the fields of biometrics, access 

control, law enforcement, and security and surveillance 

systems. 

 

The problem of face recognition can be stated as follows: 

Given still images or video of a scene, identifying one or 

more persons in the scene by using a stored database of 

faces [8]. The problem is mainly a classification problem.  

 

Training the face recognition system with images from the 

known individuals and classifying the newly coming test 

images into one of the classes is the main aspect of the face 

recognition systems. 

This problem seems to be easily solved by humans where 

limited memory can be the main problem; whereas the 

problems for a machine face recognition system are: 

Facial expression change, Illumination change, Aging, Pose 

change, Scaling factor (i.e. size of the image), Frontal vs. 

profile 

7. Presence and absence of spectacles, beard, mustache etc. 

8. Occlusion due to scarf, mask or obstacles in front. 

The problem of automatic face recognition (AFR) is a 

composite task that involves detection of faces from a 

cluttered background, facial feature extraction, and face 

identification. A complete face recognition system has to 

solve all subproblems, where each one is a separate research 

problem. This research work concentrates on the problem of 

facial feature extraction and face identification. 

 

Most of the current face recognition algorithms can be 

categorized into two classes, image template based and 

geometry feature-based. The template based methods [1] 

compute the correlation between a face and one or more 

model templates to estimate the face identity. [4] suggest 

that the optimal strategy for face recognition is holistic and 

corresponds to template matching. In their study, they 

compared a geometric feature based technique with a 

template matching based system and reported an accuracy of 

90% for the first one and 100% for the second one on a 

database of 97 persons. Statistical tools such as Support 

Vector Machines (SVM) [27,38], Principal Component 

Analysis (PCA) [32,36], Linear Discriminant Analysis 

(LDA) kernel methods [30], and neural networks [14, 21 

,29] have been used to construct a suitable set of face 
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templates. Other than statistical analysis and neural network 

approach there are other approaches known as hybrid 

approaches which use both statistical pattern recognition 

techniques and neural network systems.  

Examples for hybrid approaches include the combination of 

PCA and Radial Basis Function (RBF) neural network [35]. 

Among other methods, people have used range [8], infrared 

scanned [43] and profile [24] images for face recognition. 

While templates can be viewed as features, they mostly 

capture global features of the face image. Facial occlusion is 

often difficult to handle in these approaches. The geometry 

feature based methods analyze explicit local facial features, 

and their geometric relationships. Cootes [19] have 

presented an active shape model in extending the approach 

[44]. [40] developed an elastic bunch graph matching 

algorithm for face recognition. Penev [28,60] developed 

PCA into Local Feature Analysis (LFA). This technique is 

the basis for one of the most successful commercial face 

recognition systems, FaceIt. The summary of approaches to 

face recognition is shown in Fig. 1. 

Template based Methods 

Template matching is conceptually related to holistic 

approach which attempts to identify faces using global 

representations [15]. These types of methods approach the 

face image as a whole and try to extract features from the 

whole face region and then classify the image by applying a 

pattern classifier. One of the methods used to extract 

features in a holistic system, is based on statistical 

approaches which are discussed in the following section. 

The other algorithm proposed by Brunelli and Poggio is 

based on template matching. In the simplest version of 

template matching the image, represented by an array of 

intensity values, is compared using a suitable metric 

(typically Euclidean distance) to a single template 

representing the whole face. More sophisticated methods 

can use several templates per face to take into account the 

recognition from different viewpoints. 

First the image is normalized using the same technique 

described in the previous section. Each person is stored in 

the database associated with template masks representing 

digital images of eyes, nose, mouth etc. Recognition of an 

unclassified image is done by comparing parts of it with all 

the templates stored in the database returning a matching 

score for each individual. The unknown individual is then 

classified as the one giving the highest cumulative 

comparison score. 

Statistical Approaches 

Images of faces, represented as high-dimensional pixel 

arrays, often belong to a manifold of intrinsically low 

dimension. Face recognition research has witnessed a 

growing interest in techniques that capitalize on this 

observation, and apply algebraic and statistical tools for 

extraction and analysis of the underlying manifold. The 

techniques that identify, parameterize and analyze linear 

subspaces are described below. Other than linear subspaces 

there are some statistical face recognition techniques which 

are based on nonlinear subspaces (like kernel-PCA and 

kernel-LDA), transformation (like DCT, DCT & HMM and 

Fourier Transform) and Support Vector Machine (SVM). 

Appearance-based approaches for face recognition like 

PCA, LDA, and probabilistic subspace view a 2D face 

image as a vector in image space. A set of face images  

can be represented as a  matrix 

, where  is total number of 

pixels in the images and  is the total number of samples. 

Each of the face images belongs to one of the  classes 

 

 

I. Template Based methods 

1. Statistical 

 Linear Subspaces 

 Eigenfaces(PCA) 

 Probabilistic Eigenfaces(PPCA) 

 Fisher faces(LDA) 

 Bayesian Methods (MAP and ML) 

 ICA and source separation 

 Tensorfaces (Multi-linear SVD) 

 Two Dimensional PCA(2D-PCA) 

 Two Dimensional LDA(2D-LDA) 

 Discriminative Common Vectors(DCV) 

 HMM 

 ICP 

 Nonlinear Subspaces 

 Principal Curves and Nonlinear PCA 

 Kernel-PCA 

 Kernel-LDA 

 Transformed based 

 DCT 

 DCT and HMM 

 Fourier Transform(FT) 

 Others 

 SVM 

2. Neural Network 

 Feature based back propagation NN 

 Dynamic Link Architecture (DLA) 

 Single layer Adaptive NN 

 Multilayer perceptron (MLP) 

 Probabilistic Decision based Neural Network 

(PDBNN) 

 Self-organizing Map (SOM) 

 Hopfield memory 

3. Hybrid 

 PCA and RBF 

4. Others 

 Range Data 

 Infrared Scanning 

 Profile Images 

II. Geometry Feature Based Methods 

 Active Shape Model 

 Wavelets 

 Elastic Bunch Graph Matching 

 Local feature Analysis(LFA) 

 

Figure 2.1: Summary of approaches to face recognition. 
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PCA (Principal Component Analysis):  

The key idea behind PCA [36,47] is to find the best set of 

projection directions in the sample space that maximizes 

total scatter across all images. This is accomplished by 

computing a set of eigenfaces from the eigenvectors of total 

scatter matrix , defined as: 

       (2.1) 

Where m is the mean face of the sample set . The 

geometric interpretation of PCA is shown in Fig. 2.2. For 

dimensionality reduction, (where ) eigenvectors  

 Corresponding to first  largest 

eigenvalues of St are selected as eigenfaces. Reduced 

dimension training samples,  can 

be obtained by the transformation  

Now, when a probe image  is presented for identifica 

tion/verification, it is projected on U to obtain a reduced 

vector . A response vector of length C, 

 is calculated by measuring 

distances from the probe to the nearest training samples 

from each class. The distance function between two vectors 

can be expressed in the following way: 

 
The desired class label for the probe image can be obtained 

by minimum membership rule. 

 
PCA also known as Karhunen-Loeve (KL) transformation or 

eigenspace projection, a frequently used statistical technique 

for optimal lossy compression of data under least square 

sense, provides an orthogonal basis vector-space to 

represent original data. The first introduction of a low-

dimensional characterization of faces was developed at 

Brown University [47], [48]. This was later extended to 

eigenspace projection for face recognition [49,36,50,51,52]. 

More recently Nayar, Nene and Murase used eigenspace 

projection to identify objects using a turntable to view 

objects at different angles [53,54]. and Drew extended 

greyscale eigenfaces to colour images [55]. 

PCA-Evaluation 

Results show that eigenfaces methods are robust over a wide 

range of parameters and produce good recognition rates on 

various databases [56]. However outside this parameter 

range the algorithm can breakdown sharply. Results show 

that Eigenfaces are very robust to low resolution images as 

long as the preprocessing step can extract sufficient features 

for normalization. They also handle high resolution images 

very efficiently. It seems to be vital that the preprocessing 

step is working well. A normalization process can solve 

rotation issues by aligning both eyes horizontally, scale by 

adjusting the distance between the eyes and translation by 

cropping the image. Horizontal and vertical misalignment of 

only 5% because of difficulties in detecting face features 

like the eyes have severe effects on the recognition rates.  

Significant variation in scale, orientation, translation and 

lightning will also cause it to fail. One has to remember the 

fact that the reflectance is different for a translated image  

 

because of a slightly different viewing angle. An image 

from the database of face taken from one meter away will 

therefore not perfectly match a face taken five meters away 

and zoomed in an appropriate amount. 

The choice of distance measure has also proven to affect the 

performance of face recognition. Euclidean distance (L2 

norm) is the most commonly used measure and is 

computational easy. Yambor, Draper and Beveridge claim 

that the Mahalanobis distance, which uses the eigenvalues as 

weighting for the contribution of each axis in the 

eigenspace, outperforms all the other measures when having 

a subspace spanned by more than 20 eigenvectors [57,58]. 

Beveridge conclude that PCA with Mahalanobis distance is 

the best combination [59,76]. 

Selection of k, the number of eigenfaces to keep, is also an 

important choice because using a low number will fail to 

capture all the differences in the dataset, while using a high 

number will be computational demanding. For large 

databases like the FERET database at least 200 eigenfaces 

are needed to sufficiently capture global variations like 

lighting, small scale and pose variations,[60]. The results 

may improve by dropping some of the eigenvectors either 

from the front (lighting) or the back (noise). 

A solution to the fundamental problem of handling pose 

variations seems to be using the new eigen light-field 

approach, but the normalization process can become time 

consuming when the orientation between the face and the 

camera is unknown and has to be estimated. Another 

solution handling pose variations is having several sets of 

eigenvectors representing different views. The recognition 

results are better, but the computational cost is higher. 

The low computational cost recognizing faces with the 

traditional eigenface method comes as a result of a high 

computational cost training the faces [61]. In the 

construction of the training set, one can imagine a new face 

that is not well represented by the eigenfaces calculated 

from this training set. In this case it becomes necessary to 

update the training set, which implies an update of the 

eigenfaces. It is always possible to do a full recalculation of 

the eigenfaces, but this is a time consuming process. 

Chandrasekaran, Manjunath, Wang, Winkeler and Zhang of 

University of California have proposed a method of 

incremental updating of the eigenspace for images being 

significantly outside the current object eigenspace 

[95,62,63]. 
 

Table: I 

 

Advantages 
 

Drawbacks 
 

Robust against noise and 

occlusion 

 

Removes neighborhood 

relationships 

between pixels 

Robust against illumination, 

scaling, 

orientation and translation when 

face is 

correctly normalized 

Sensitive to faulty 

normalization 

 

Robust against facial 

expressions, 

glasses, facial hair, makeup etc. 

Sensitive to perspective, 

viewing angle and head 

rotation (can be improved 

using eigen light-fields or 

other view-based methods) 
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Can handle high resolution 

images 

efficiently 

Sensitive to large variation in 

illumination and strong facial 

expression 

Can handle small training sets 

 

Slow training/High 

computational cost 

(with large databases) 

Can handle very low resolution 

images 

 

---- 

Fast recognition/Low 

computational cost 

 

--- 

 

Chain – I [3] proposed four variants of PCA namely 

Simultaneous PCA (SMPCA), ProGressive PCA (PGPCA), 

Successive PCA (SCPCA) and Prioritized PCA (PRPCA). 

SMPCA solves all the roots of the characteristic polynomial 

equation derived from the sample covariance matrix, 

referred to as eigenvalues and find their corresponding 

eigenvectors which will be used to generate all principal 

components simultaneously. 

PGPCA does not solve all the roots of the characteristic 

equations as in SMPCA. It only locates the maximum 

Eigenvalue for each of the sample covariance matrices 

formed by a sequence of reduced subspaces so that principal 

components can be generated one at a time progressively. 

SCPCA does not solve characteristic polynomial equation. 

This technique uses a learning algorithm to generate the 

PCs. A random initial vector is used to produce a projection 

vector and the same process is repeated to generate 

successive PCs. 

PRPCA uses a custom designed initialization algorithm to 

appropriate set of initial projection vectors for the PCA. The 

PCs are prioritized by the projection vectors. An example of 

such an PCA. The new version divides the image into equal 

size sub images on which PCA is applied resulting in the 

formation of individual eigenfaces for each sub image. Even 

though PCA produces good results, it is computationally 

very complex with increase in database size. A new PCA 

based algorithm using geometry and symmetry of the faces 

which extracts features using fast Fuzzy.  

LDA (Linear Discriminant Analysis):  

The objective of LDA is to find the subspace that best 

discriminates different face classes by maximizing between 

class scatter, while minimizing the within-class scatter. The 

eigenvectors chosen by LDA provide the best separation 

among the class distributions, while PCA selects 

eigenvectors which provide best representation of the 

overall sample distribution. To illustrate the difference, Fig. 

2.3 shows the first projection vector chosen by PCA and 

LDA for a two class problem. The eigenvectors for LDA 

can be obtained by computing the eigenvectors of . 

Here,  and  are the between-class and with in-class 

scatter matrices of training samples and are defined as: 

 

 
where  is the mean face for  class and  is the 

number of training samples in  class. LDA subspace is 

spanned by a set of vectors , which maximizes the 

criterion, , defined as: 

 
W can be constructed by the eigenvectors of . In 

most of the image processing applications, the number of 

training samples is usually less than the dimension of the 

sample space. This leads to the so-called small-sample-size 

(SSS) problem due to the singularity of the within-class 

scatter matrix. To overcome SSS problem, the following 

approaches are attempted: a two stage PCA+LDA approach 

[34], Fisherface method [2] and discriminant component 

analysis [46]. In all cases the higher dimension face data is 

projected 

 

Figure 3: An example of PCA and LDA projection for a two class problem. 

to a lower dimension space using PCA and then LDA is applied to this 

PCA subspace. 

Fisherfaces (LDA)- 

R. A. Fisher developed Fisher's Linear Discriminant (FLD) 

[R. A. Fisher (1936)] in the 1930’s but not until recently 

have Fisher discriminants been utilized for object 

recognition. Swets and Weng used FLD to cluster images 

for the purpose of identification in 1996 [34,65,67]. Also in 

1997, Belhumeur, Hespanha and Kriegman of Yale 

University used FLD to identify faces, by training and 

testing with several faces under different lighting [66]. 

Fisher Linear Discriminant (FLD) analysis, also called 

Linear Discriminant Analysis (LDA) finds the line that best 

separates the points. For example, consider two sets of 

points, coloured green and blue, in two-dimensional space 

being projected onto a single line. Depending on the 

direction of the line, the points can either be mixed together 

(Figure 9a) or be separated (Figure 9b). In terms of face 

recognition this means grouping images of the same class 

and separate images of different classes. Images are 

projected from a N-dimensional space, where N is the 

number of pixels in the image, to a M-1 dimensional space, 

where M is the number of classes of images [57, 58, 67, 68]. 

The approach is similar to the eigenface method, which 

makes use of projection of training images into a subspace. 

The test images are projected into the same subspace and 

identified using a similarity measure. What differs is how 

subspace is calculated. The eigenface method uses PCA for 

dimensionality reduction, which yields directions that 

maximize the total scatter across all classes of images. This 

projection is the best for reconstruction of images from a 

low-dimensional basis. However, the method does not make 

use of between-class scatter between classes of face images 
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belonging to the same individual. A PCA projection may not 

create an optimal discrimination for different classes. 

The LDA method, which creates an optimal projection of 

the dataset, maximizes the ratio of the determinant of the 

between-class scatter matrix of the projected samples to the 

determinant of the within-class scatter matrix of the 

projected samples. The within-class scatter matrix, also 

called intra-personal, represents variations in appearance of 

the same individual due to different lighting and face 

expression, while the between-class scatter matrix, also 

called the extra-personal, represents variations in appearance 

due to a difference in identity. In this way fisherfaces can 

project away some variation in lighting and facial 

expression while maintaining discriminability. [69] 

LDA- Evaluation 

The fisherface method is very similar to the eigenface 

method, but with improvement in better classification of 

face images by using interclass and intraclass relationships 

to separate them. With LDA it is possible to classify the 

training set to deal with different people and different facial 

expressions. The accuracy for handling facial expressions 

has shown to be better than the eigenfaces method. 

The fisherfaces method is quite insensitive to large 

variations in lighting direction and facial expression. 

Compared to the eigenface method this algorithm is more 

complex, something which increases the computational 

requirements, but show lower error rates. Besides, due to the 

need of better classification, the dimension of the projection 

in face space is not as compact as in the eigenfaces 

approach. This results in larger storage of the faces and 

more processing time in recognition. 

Another drawback comes from the fact that the fisherface 

method uses particular class information and therefore is 

recommended to have many images per class in the training 

process. On the other hand, having many images belonging 

to the same class can make the recognition system suffer 

from a lack of generalization resulting in a lower recognition 

rate. In general the algorithm is performing very well, but 

cannot always work. In general it fails when the between 

class scatter is inherently greater than the within class 

scatter. [70] 
Table: II 

 

Advantages 

Advantages 
 

Drawbacks 

Disadvantages 
 

Robust against noise and 

occlusion 

 

Removes neighbourhood 

relationships 

between pixels 

Robust against illumination, 

scaling, 

orientation and translation when 

face is correctly normalized 

Sensitive to faulty 

normalization 

 

Robust against facial 

expressions, 

glasses, facial hair, makeup etc. 

 

Sensitive to perspective, 

viewing angle 

and head rotation (can be 

improved using fisher light-

fields) 

Can handle high resolution 

images 

efficiently 

Does not handle small 

training sets well 

Can handle very low resolution 

images 

Slow training/High 

computational cost 

(with large databases) 

Fast recognition/Low 

computational cost 
 

 

 DCV (Discriminative Common Vectors 

Approach): DCV [7] solves “small sample size problem" of 

LDA by optimizing a variant of Fisher's criterion. It 

searches for the optimal projection vectors in the null space 

of within class scatter  (see equation 2.4), satisfying the 

criterion, 

 
So, to find the optimal projection vectors in the null space of 

, it projects the face samples onto the null space of  to 

generate common vectors for each class and then obtain the 

projection vectors by performing PCA on common vectors. 

A new set of vectors, called as discriminative common 

vectors, are obtained by projecting face samples on the 

projection vectors. Thus each class is represented by a single 

discriminative common vector. Among two algorithms to 

extract the discriminant common vectors for representing 

each person in the training set of face database, one 

algorithm uses within-class scatter matrix of the samples in 

the training set while the other uses the subspace methods 

and the Gram-Schmidt orthogonalization procedures to 

obtain the discriminative common vectors. These 

discriminative common vectors are used for classification of 

new faces. 

 Probabilistic Eigenspace Method: Probabilistic 

subspace method models intra-personal and extra-personal 

variations to classify the face intensity difference as intra-

personal variation ( ) for the same class and extra-personal 

variation ( ) for different classes. The MAP similarity 

between two images is defined as the intra-personal a 

posterior probability: 

 
To estimate  and  the eigenvectors of 

intra-personal and extra-personal subspaces are computed 

from the difference set 

 
Respectively. The covariance matrices for intra-personal and 

extra-personal difference sets are defined as: 

 

 
To estimate  the eigenspace of  is decomposed 

into intra-personal principal subspace , spanned by the  

largest eigenvectors, and its orthogonal complementary 

subspace  with dimension . Then  can be 

obtained as the product of two independent marginal 

Gaussian densities in F and , 
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Here,   is a Mahalanobis distance in F 

and referred as “distance in- feature-space" (DIFS).  is the 

principal component of  projecting to the  intra-

personal eigenvector, and  is the corresponding 

eigenvalue. " , defined as “distance-from-feature-

space" (DFFS), is the PCA residual (reconstruction error) in 

  is the average eigenvalue in .  Can be 

Estimated in a similar way in extra-personal subspace 

computed from . An alternative maximum likelihood 

(ML) measure, using the intra-personal likelihood  

 is as effective as MAP measure. In face 

recognition, all parameters in Equation 2.11 are same except 

 and  So, it is equivalent to evaluate the 

distance, 

 
 2D-PCA (Two Dimensional Principal Component 

Analysis): The 2DPCA technique [45] is based on 2D image 

matrices instead of 1D vectors. The image covariance matrix 

is constructed directly from the original image. Let A denote 

the image with m rows and n columns. The image matrix is 

projected on to n-dimension column vector x as, 

 
where  is an m dimensional column vector called the 

projected feature vector of the image A. Let  is the image 

covariance matrix and is represented as,  

 
where  is the expectation operator and  is the mean 

image of the entire training set. The column vector x is 

chosen such that the generalized total scatter criterion is 

maximized. This means that total scatter of the projected 

vectors is maximized. [45]  that the scatter criterion is 

satisfied when x is chosen as the orthonormal eigenvectors 

of the image covariance matrix . For each eigenvector , 

there exists a projected feature vector . Therefore, the 

principal component of 2D-PCA is a vector unlike that of 

PCA which is a scalar. If S principal components are used 

(corresponding to the largest S eigenvalues of ), the 

principal component vectors obtained can be represented as, 

. 

Thus, B is the feature matrix of the image sample A. For 

recognition using the nearest neighbor strategy, the distance 

between any two feature matrices 

 and 

 is given as, 

 

Where is the Euclidean distance between 

the two principal component Vectors and . A test 

image feature  is assigned to class  if, 

Unlike the 

conventional PCA, the 2D-PCA does not involve 

computation of a large correlation matrix and therefore is 

relatively less computation intensive. But on the other hand, 

it requires more memory for storing feature matrices. 

 [45] tested 2D-PCA method on ORL, AR and Yale face 

databases. For the ORL database, the authors used two 

strategies for experiments: (a) 5 image samples per class for 

training and (b) leave one out strategy for observing the 

average performance. In case (a) the recognition rate is 96% 

and in case of (b) the same is reported to be 98.3% for ORL. 

Leave one out strategy was adopted for Yale database and 

maximum accuracy is reported to be 84.24%. 

2D-LDA (Two dimensional Linear Discriminant Analysis): 

In the recently proposed 2D-LDA [22], the image is not 

reordered as a column vector. The process of projection of 

an image using 2D-LDA is given as follows. An image of 

m rows and  columns is projected as , where y is 

the projected vector and  is the projection vector. Optimal 

projection vectors are chosen when Fisher's criterion is 

maximized. The criterion is expressed as, 

 
where  and  are the image between-class scatter 

matrix and the image within-class scatter matrix as given 

below, 

 

 
Where  is the mean image of class  and   is the 

global mean. The projection vector  is taken as 

the eigenvector of If the first  eigenvectors are used 

(corresponding to the largest  eigenvalues of  the 

feature obtained can be represented as 

. The classification using nearest 

neighbor strategy is similar to the classi_cation using 2D-

PCA. 

Among those earliest to report the work on 2D-LDA [25]. 

[17] address the SSS (small sample size or undersampled) 

problem in LDA utilizing a 2D-FDA algorithm. The 

recognition performance was obtained by varying the 

number of training samples in the range: 2-9 in case of ORL 

with maximum accuracy 98%, 2-12 in case of Yale-B with 

maximum accuracy 92%. The latest of the works on 2D-

LDA [22,41]. 

Independent Component Analysis (ICA): 

Independent Component Analysis (ICA) is a technique for 

extracting statistically independent variables from a mixture 

of them [71]. The technique is quite new and has originated 

from the world of signal processing. A classical example 

demonstrating the original problem is the cocktail-party 

problem where two people being in the same room speak 

simultaneously. Two microphones are placed at different 

locations recording the mixed conversations. It would be 

very useful if one could estimate the two original speech 
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signals from the two mixed recordings. Surprisingly it turns 

out that it is enough to assume that the two speech signals 

are statistically independent. This is not an unrealistic 

assumption, but it does not need to be exactly true in 

practice. ICA can be used to estimate the contribution 

coefficients from the two signals, which allows us to 

separate the two original signals from each other. Hyvärinen 

and Oja have written a good tutorial about ICA which 

contains more details about the algorithms involved [72]. 

In a task such as face recognition, much of the important 

information may be contained in the high-order relationships 

among the image pixels. Some success has been attained 

using data-driven face representations based on PCA, such 

as eigenfaces. PCA is based on the second-order statistics of 

the image set, and does not address high-order statistical 

dependencies such as the relationships among three or more 

pixels. Independent component analysis (ICA) however 

separates the high-order moments of the input in addition to 

the second-order moments. ICA thus in some ways provide 

a more powerful data representation than PCA, as its goal is 

to provide an independent rather than an uncorrelated image 

decomposition and representation.   

For finding a set of independent component images, the face 

images X are considered to be a linear combination of 

statistically independent basis images S, where A is an 

unknown mixing matrix. The basis images are recovered by 

a matrix of learned filters W, which produces statistically 

independent outputs U . Bartlett and Sejnowski at University 

of California have used ICA for face recognition 

[7.73.74,75]. Two approaches for recognizing faces across 

changes in pose were explored using ICA. The first 

architecture provided a set of statistically independent basis 

images for the faces that can be viewed as a set of 

independent facial features. This corresponds very much to 

the classical cocktail-party problem performing a blind 

separation of a mixture of auditory signals. These ICA basis 

images were spatially local, unlike the PCA basis vectors. 

The representation consisted of the coefficients for the linear 

combination of basis images that comprised each face 

image. The second architecture produced independent 

coefficient. This provided a factorial face code, in which the 

probability of any combination of features can be obtained 

from the product of their individual probabilities. 

Classification was performed using nearest neighbour, with 

similarity measured as the cosine of the angle between 

representation vectors. Both ICA representations showed 

better recognition scores than PCA when recognizing faces 

across sessions, changes in expression, and changes in pose. 

Independent Component Analysis based method-

Evaluation- 

In 1999 Liu and Wechsler also claimed that ICA produced 

better results or matched [59]. They showed that PCA 

outperformed ICA when the distance method is selected to 

maximize performance. Both experiments were conducted 

using the FERET database. The most recent contradicting 

results from 2001 however showed that the differences in 

recognition rates between PCA and ICA are only minor, and 

very much depend on how the algorithms in detail are 

implemented. 

Global properties like coloring, width and length are more 

easily captured by PCA than ICA, since ICA basis vectors 

are more spatially localized than their PCA counterparts. 

Recognizing more localized features, like face expressions, 

may produce significantly different results. 
 

Table: III 

 

Advantages 
 

Drawbacks 
 

Considers higher-order 

relationships 

 

Removes neighborhood 

relationships 

between pixels 

Robust against noise and 

occlusion 

 

Sensitive to faulty 

normalization 

Robust against illumination, 

scaling, 

orientation and translation 

when face is 

correctly normalized 

Sensitive to perspective, 

viewing angle 

and head rotation 

Robust against facial 

expressions, 

glasses, facial hair, makeup 

etc. 

Slow training/High 

computational cost 

(with large databases) 

Fast recognition/Low 

computational 

cost 

 

 

 

Hidden Markov Models (HMM):  

The use of hidden Markov models is a powerful statistical 

technique that has been applied to many subject areas, from 

predicting political crises to the reconstruction of DNA and 

the recognition of speech. The September 1964 issue of 

Scientific American illustrated a Markov chain by showing 

two containers with numbered balls in them. Numbered slips 

of paper associated with the balls were drawn repeatedly, 

with replacement, from a hat. The ball associated with the 

number drawn was transferred to the other container than 

the one it was in. Initially all the balls were in the first 

container, and gradually this declined exponentially until it 

contained only half of the balls. This modelled the physical 

process of allowing two separate chambers, containing a gas 

at different levels of pressure to be connected. One basic 

feature with the Markov process is that it involves 

probability. In addition to a random event the final result 

also depends on some kind of system memory, described by 

the number of balls in the first container. 

A hidden Markov model consists of two interrelated 

processes. First an underlying, unobservable Markov chain 

with a finite number of states (N), a state transition 

probability matrix (A) and an initial state probability 

distribution (? ). Transition probability is the probability that 

the system will change its state from one turn to the next. 

Second a set of probability density functions (B) associated 

with each state.  

Using shorthand notation a discrete hidden Markov model 

can be defined as ? = (N, A, B, ? ). In practice the state 

sequence is unknown (hidden) and cannot be evaluated. 

However, the likelihood can be evaluated by summing over 

all the possible state sequences. The key attraction of HMM 

is that there is a simple procedure for finding the 

parameters? Called Baum-Welch re-estimation. 

In order to use HMM for recognition, an observation 

sequence is obtained from the test signal and then the 

likelihood of each HMM generating this signal is computed. 

The HMM which has the highest likelihood then identifies 

the test signal. Finding the state sequence which maximizes 

the probability of an observation is done using the Viterbi 
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algorithm, which is a simple dynamic programming 

optimization procedure. More details describing all the 

technical details concerning the algorithms used can be 

found in a great tutorial written by Rabiner [77]. 

One pioneer of using hidden Markov models for face 

recognition was Samaria at Trinity College starting in 1994 

[78,79]. Nefian and Hayes at Georgia Institute of 

Technology have written several papers on pseudo 2D 

HMM [80-86] and some on embedded HMM [92]. Eickeler, 

Müller and Rigoll have written about how to get high 

performance using pseudo 2D HMM [87,88,89]. Some 

attempts have also been made by Othman and Aboulnasr on 

2D HMM [90,91]. 

HMM based methods- Evaluation 

HMM-based methods have shown better performances 

compared to the traditional eigenfaces method. Error rates of 

about 5% were reported when pseudo 2D HMM was used 

compared to about 10% with eigenfaces on the same dataset 

[78]. The 1D HMM had an error rate of 13% in the same 

experiment. The original pseudo 2D HMM uses pixel 

intensities as input feature vectors. Pixels however do not 

represent robust features, being very sensitive to image 

noise as well as image rotation, shift and changes in 

illumination. Using them is also computational expensive 

both for training and recognition because of the large 

dimensions on the feature vectors. This can be critical for a 

face recognition system that operates on a large database or 

in real-time systems. 

Investigations have been made towards using feature vectors 

containing coefficients from low frequencies using 2D 

Discrete Cosine Transform (DCT) [80] applied to each 

observation block. Significant improvements have been 

attained using DCT coefficients instead of pixel values. One 

useful property is that it allows recognition in the JPEG and 

MPEG domain because these standards use image 

compression based on DCT. The extraction of DCT 

coefficients are simply recovered with entropy decoding. 

This is why pseudo 2D HMM recently was suggested for 

MPEG-7 v2 standard [83]. Another approach is using 

Karhunen Loeve Transform (KLT) [74], which also has the 

necessary feature compression properties. 

The Baum-Welch algorithm, which is used for the training 

of the HMM for each person, provides the HMM parameters 

corresponding to a local maximum of the likelihood 

function depending on the initial model parameters. It is 

therefore very important to use a good initial model for the 

training. Also as much training data as possible is needed in 

the estimation of hidden Markov model parameters, to 

estimate good models for recognition. 

Block overlap helps in providing higher statistical 

resolution. However large overlap results in increasing the 

computational load and memory requirements for all parts 

of the system. Varying overlap and block size can improve 

recognition performance. 

In order to make the system more tolerant to orientation 

changes, individual models will have to be trained for views 

of the same subject at different orientations to the camera. 

Test images will be five models corresponding to different 

face views are needed for a good face representation under a 

large range of orientations [52]. 

The time required by the recognition system is critical. It is 

a function of the size of the database. Recognition time must 

be less than the time between two consecutive occurrences 

of people in a scene. Depending on the parameterization 

used the Viterbi algorithm can require a large number of 

calculations. This implies that sometimes the algorithm runs 

slowly. 

 This means that new faces can be added to the database 

without recomputing the representations of all other learned 

faces. 
Table: IV 

 
Advantages 

 
Drawbacks 

 

Robust against scaling, 

orientation and translation 

when face is correctly 

normalized 

 

Sensitive to faulty 

normalization 

 

Robust against illumination if 

training data has different 

lighting conditions 

 

Sensitive to occlusion 

 

Robust against facial 

expressions, 

glasses, facial hair, makeup etc. 

 

Sensitive to perspective, 

viewing angle 

and head rotation (can be 

improved 

training models for 

different views) 

 

Easy to update 

 

Slow training and 

recognition/High 

computational cost (can 

be improved 

using DCT or KLT 

feature vectors) 

 

 

Neural Network based Approaches 

Artificial Neural Network (ANN) [B.Yegnanarayana (1999), 

S.Simon Haykin(1999), C.M.Bishop(1995), 

R.J.Mammone(1993)] is a powerful tool for pattern 

recognition problems. The use of neural networks (NN) in 

faces has addressed several problems: gender classification, 

face recognition and classification of facial expressions. One 

of the earliest demonstrations of NN for face recall 

applications is reported in Kohonen's associative map 

[16,100]. Using a small set of face images, accurate recall 

was reported even when input image is very noisy or when 

portions of the images are missing. A few NN based face 

recognition techniques are discussed in the following. 

Single Layer adaptive NN:  

A single layer adaptive NN (one for each person) for face 

recognition, expression analysis and face verification was 

reported in [33]. A system named Wilke, Aleksander and 

Stonham's recognition devise (WISARD) was devised. It 

needs typically 200-400 presentations for training each 

classifier where the training patterns included translation 

and variation in facial expressions. One classifier was 

constructed corresponding to one subject in the database. 

Classification was achieved by determining the classifier 

that was giving the highest response for the given input 

image. 

Multilayer Perceptron (MLP):  

Much of the present literature on face recognition with 

neural networks present results with only a small number of 

classes (often below 20). In [11] the first 50 principal 

components of the images were extracted and reduced to 

five dimensions using autoassociative neural network. The 
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resulting representation was classified using a standard 

multilayer perceptron (MLP). 

Self-Organizing Map (SOM):  

In [1997] Lawrence et al. presented a hybrid neural network 

solution which combines local image sampling, a self-

organizing map (SOM) and a convolutional neural network. 

The SOM provides a quantization of the image samples into 

a topological space are also nearby in the output space, 

thereby providing dimensionality reduction and invariance 

to minor changes in the image sample. The convolutional 

neural network provides partial invariance to translation, 

rotation, scale and deformation. The recognizer provides a 

measure of confidence in its output. The classification error 

approaches zero when rejecting as few as 10% of the 

examples on a database of 400 images which contains a high 

degree of variability in expression, pose and facial details. 

Hopfield Memory Model:  

In [10], a Hopfield memory model for the facial images is 

organized and the optimal procedure of learning is 

determined. A method for face recognition using Hopfield 

memory model combined with the pattern matching is 

proposed. It shows better performance of database having 

faces of 40 subjects. 

Others:  

A hierarchical neural network which is grown automatically 

and not trained with gradient descent was used for face 

recognition by Weng [39]. They reported good results for 

discrimination of ten subjects. The ability of the 

compression networks was demonstrated by Cottrell and 

Fleming in [9,11,37]. In [37] linear autoassociative 

networks, nonlinear auto associative (or compression) 

and/or hetero-associative backpropagation networks are 

explored for face processing. In [23] Lin et al. proposed a 

face recognition technique based on Probabilistic Decision 

based Neural network (PDBNN). It adopts a hierarchical 

network structures with nonlinear basis functions and 

competitive credit assignment scheme. It demonstrated a 

successful application of PDBNN on FERET and ORL 

databases. 

Recently, [13] described the application of mixtures of 

experts on gender and ethnic classification of human faces 

and pose classification and showed their feasibility on the 

FERET database. The mixture consists of ensembles of 

radial basis functions (RBFs). Inductive Decision Trees 

(IDTs) and SVMs implement the”gating network" 

components for deciding which of the experts should be 

used to determine the classification output and to restrict the 

support of the input space. Experimental results yield good 

results on gender, ethnic and pose classification, which can 

be effectively used in face recognition. 

Recognition of visual objects is performed effortlessly in 

our everyday life by humans. A previously seen face is 

easily recognized regardless of various transformations like 

change in size and position. It is known that humans process 

a natural image in under 150 ms [85]. The brain thus 

performs these tasks at very high speed. Neural networks are 

attempts to create face recognition systems that are based on 

the way humans detect and recognize faces. 

Multi-Layered Feed-Forward Networks- 

The multi-layer perceptron (MLP) neural network is a good 

tool for classification purposes. It can approximate almost 

any regularity between its input and its output. The weights 

are adjusted by supervised training procedure called back-

propagation (BP). Back-propagation is a kind of gradient 

descent method, which searches for an acceptable local 

minimum in order to achieve minimal error. Error is defined 

as the root mean square of differences between real and 

desired outputs from the neural network. 

A typical architecture for a feed-forward network has a 

number of layers following each other one by one (Figure 

24).  

 
Figure 4: Feed-forward neural network 

 

An input layer (k) consisting of input nodes and an output 

layer (j) consisting of output nodes. The input node a 

connected to the output nodes via one or more hidden layers 

(i) (multilayered). The nodes in the network are connected 

together, and each of the links has a weight associated with 

itself. The output value from a node is a weighted sum of all 

the input values to the node. By changing the different 

weights of the input values we can adjust the influence from 

different input nodes. For face recognition the input nodes 

will typically correspond to image pixel values from the test 

image to be recognized. The output layer will correspond to 

classes or individuals in the database. Each unit in the output 

layer can be trained to respond with +1 for a matching class 

and -1 for all others. In practice real outputs are not exactly 

+1 or -1, but vary in the range between these values. The 

closer the values of the neural network get towards the ideal, 

the more confidence there is towards the decision being 

right. Recognition is done by finding the output neuron with 

the maximal value. Then a threshold algorithm can be 

applied to reject or confirm the decision. 

Experiments have also been made with ensambles of 

networks where each class in the database has its own neural 

network [93,94]. The output layer is then trained to give +1 

for own person and -1 for other persons. An aggregate 

output consisting of outputs from all the MLP networks are 

then considered in the same manner as when having only 

one MLP and threshold rules can be applied as normal. 

Huang, Zhou, Zhang and Chen describe a method of pose 

invariant face recognition using ensambles of networks [13]. 
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They show that the accuracy of ensambles of networks can 

be higher than single neural networks. 

Often even a simple network can be very complex and 

difficult to train [96]. A typical image recognition network 

requires as many input nodes as there are pixels in the 

image. Cottrell and Flemming used two MLP networks 

working together [97]. The first one operates in an auto-

association mode and extracts features for the second 

network, which operates in the more common classification 

mode. In this way the hidden layer output constitutes a 

compressed version of the input image and can be used as 

input to the classification network. Cottrell and Flemming 

also showed that a neural network using this design was not 

any better than an eigenface approach. 

Maybe one of the more successful face recognition with 

neural networks is a result of the recent work of Lawrence, 

Giles, Tsoi and Back at NEC Research Institute. It combines 

local image sampling, a self organizing map (SOM) neural 

network and a convolutional neural network [98,99]. SOM 

was introduced by Kohonen [100] and is an unsupervised 

learning process which learns the distribution of a set of 

patterns without having any class information. A pattern is 

projected from an input space to a position in the map and 

information is thereby coded as the location of an activated 

node. Unlike most other classification or clustering 

techniques SOM preserves the topological ordering of 

classes. This feature makes it useful in classification of data 

which includes a large number of classes. Experiments were 

also made concerning using KLT instead of SOM for 

dimensionality reduction. A convolutional neural network 

was trained and compared to a standard MLP network.  

A major disadvantage is that SOM as well as the 

convolutional network needs a considerable time to be 

trained. 

Radial Basis Function (RBF) Networks- 

RBF neural networks have recently attracted extensive 

research interests in the community of neural networks. 

Their learning speed is fast because of local-tuned neurons 

and they have a more compact topology than other neural 

networks. The RBF network is a two-layer feed-forward 

network, with a supervised layer from the hidden to the 

output nodes, and an unsupervised layer from the input to 

the hidden. Gaussian functions for each of the hidden units 

simulate the effect of overlapping and locally tuned 

receptive fields. 

Howell and Buxton at University of Sussex have written 

several articles about using RBF networks for face 

recognition tasks [115,102,103,104,105].They experimented 

with using either difference of Gaussion (DoG) or Gabor 

wavelets as input to the network. Using Gabor wavelets as 

input gave the best recognition results allowing different 

scales and orientations to be tailored to the task at hand. 

Some approaches have been made towards reducing the 

input size to the RBF network. Er, Wu and Lu at Nanyang 

Technological University [106,107] and Feitosa at 

University of Rio de Janeiro [Raul Queiroz Feitosa (1999)] 

have proposed using PCA and LDA eigenvectors as input to 

the RBF network to reduce dimensionality. Huang, Law and 

Cheung at Zhong Shan University have written an article 

about using ICA together with RBF networks [95]. Results 

show that these approaches converge faster than the 

conventional RBF during training, and also outperform its 

generalization abilities.  

Gutta and Wechsler have demonstrated the capability of 

RBF networks to handle large databases, like FERET [110]. 

Dynamic Link Architecture (DLA) – 

In dynamic link matching the image and all the models are 

represented by layers of neurons labelled by jets as local 

features. Jets are vectors of Gabor wavelet components. In 

each layer neural activity dynamics generates one small 

moving blob of activity. If a model is similar in feature 

distribution to an image, its initial connectivity matrix will 

connect corresponding points having high feature 

similiarity.  

Blobs in the image and the model tend to align and 

synchronize by simultaneously activating and generating 

correlations between corresponding regions. These 

correlations are used to restructure and improve the 

connectivity matrix. This provides translational invariance 

as well as robustness against distortions. The main concerns 

with DLA is processing time and its inabilities to handle 

large size and orientation changes. Wiskott and Malsburg 

have written a good article which describes DLA and its 

algorithms in detail [111]. 

NN Based methods- Evaluation: 

Neural networks have been used in many recognition tasks 

and have achieved high recognition rates for limited 

datasets. The representation of the given input to the 

network and the training phase is crucial for the results of 

the face recognition. The representation of the given input, 

the hidden layer network, the coupling between the network 

components and the transfer function are vital elements 

deciding the functionality and the performance of the neural 

network face recognition system. Achieved recognition 

results are dependent on the database size and the number of 

pictures per person. The training time is growing with the 

number of pictures in the training database, but once the 

training is done, the recognition task is performed relatively 

fast. The recognition process only depends on the neural 

network structure and not on the number of trained faces. 

Much of the present literature on face recognition with 

neural networks presents results with only a small number of 

classes. Good results are reported, but the database is often 

quite simple, the pictures are manually aligned and there is 

no lighting variation, rotation or tilting. Hjelmås and 

Wroldsen describe a face recognition system using PCA for 

dimensionality reduction and feature extraction, and using a 

MLP neural network for classification [77]. They report of a 

correct classification of about 90% when using a test set 

containing 200 face image. 
 

Table: V 

 
Advantages 
 

Drawbacks 
 

Stores neighbourhood 

relationships 

 

Sensitive to faulty 

normalization 

 

Robust against noise and 

occlusion 

 

Sensitive to illumination and 

face 

expressions 

 

Robust against scaling, 

orientation and 

translation when face is correctly 

normalized 

 

Sensitive to perspective, 

viewing angle 

and head rotation (can be 

improved using 

ensambles of networks) 
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Fast recognition/Low 

computational 

cost (depending only on the 

network and 

not the number of images) 

 

Can be slow and difficult to 

train 

(especially for large databases) 

 

 

Hybrid Approaches 

These types of approaches use both statistical pattern 

recognition techniques and neural networks. 

PCA and RBF:  

The method by Er et al. [1999] suggests the use of RBF on 

the data extracted by discriminant eigenfeatures. They used 

a hybrid learning algorithm to decrease the dimension of the 

search space in the gradient method, which is crucial on 

optimization of high dimension problem. First, they tried to 

extract the face features by both PCA and LDA methods. 

Next, they presented a hybrid learning algorithm to train the 

RBF Neural Networks, so the dimension of the search space 

is significantly decreased in the gradient method. 

[35] also studied on combining PCA and RBF neural 

network. Their system for face recognition consists of a 

PCA stage which inputs the projections of a face image over 

the principal components into a RBF network acting as a 

classifier. 

Other Approaches 

Range Data:  

One of the different methods used in face recognition task is 

using the range images. In this method data is obtained by 

scanning the individual with a laser scanner system. This 

system also has the depth information so the system 

processes 3-dimensional data to classify face images [8].  

Infrared Scanning:  

Another method used for face recognition is scanning the 

face image by an infrared light source. Yoshitomi [4] used 

thermal sensors to detect temperature distribution of a face. 

In this method, the frontview face in input image is 

normalized in terms of location and size, followed by 

measuring the temperature distribution, the locally averaged 

temperature  and the shape factors of face. The measured 

temperature distribution and the locally averaged 

temperature are separately used as input data to feed a 

neural network and supervised classification is used to 

identify the face. The disadvantage of visible ray image 

analysis is that the performance is strongly influenced by 

lighting condition including variation of shadow, reflection 

and darkness. These can be overcome by the method using 

infrared rays.  

Profile Images:  

 [4] worked on profile images instead of frontal images. 

Their method is based on the representation of the original 

and morphological derived profile images. Their aim was to 

use the profile outline that bounds the face and the hair. 

They take a gray-level profile image and threshold it to 

produce a binary image representing the face region. They 

normalize the area and orientation of this shape using 

dilation and erosion. Then, they simulate hair growth and 

haircut and produce two new profile silhouettes. From these 

three profile shapes they obtain the feature vectors. After 

nor-malizing the vector components, they use the Euclidean 

distance measure for measuring the similarity of the feature 

vectors derived from different profiles. 

Geometry Feature based Methods 

Geometry feature based methods uses the facial feature 

measures such as distance between eyes, ratio of distance 

between eyes and nose etc., but it is significantly different 

from the feature-based techniques that it constructs the 

topological graph using the facial features of each subject. 

The earliest approaches to face recognition were focused on 

detecting individual features such as eyes, ears, head outline 

and mouth, and measuring different properties such as size, 

distance and angles between features. This data was used to 

build models of faces and made it possible to distinguish 

between different identities. This kind of system was 

proposed [5] and was one of the first approaches to 

automated face recognition. Later work by Yuille, Cohen 

and Hallinan in 1989 describes a method for feature 

extraction using deformable templates. 

Wavelets:  

Wavelets represent an approach to decomposing complex 

signals into sums of basis functions. In this respect they are 

similar to Fourier decomposition approaches, but they have 

an important difference. Fourier functions are localized in 

frequency but not in space, in the sense that they isolate 

frequencies, but not isolated occurrences of those 

frequencies. This means that small changes in a Fourier 

transform will produce changes everywhere in time domain. 

Wavelets are local in both time by translations and 

frequency by dilations. Because of this they are able to 

analyze data at differentscales or resolutions much better 

than simple sine and cosines can. To understand this note 

that modelling a spike in a function, a noise dot for example, 

with a sum of infinite functions will be hard because of its 

strict locality, while functions that are already local will be 

naturally suited to the task. Sharp spikes and discontinuities 

normally take fewer wavelet bases to represent than if sine-

cosine basis functions are used. 

Gabor Wavelets:  

Physiological studies have found simple cells in human 

visual cortex which are selectively tuned to orientation as 

well as to spatial frequency. The response of these simple 

cells can be approximated by 2D Gabor filters [112]. Gabor 

functions were first proposed by Dennis Gabor as a tool for 

1D signal detection in noise [113].  Rediscovered and 

generalized to 2D Gabor wavelet representation for 

computervision was pioneered by Daugman in 1980 [114]. 

[63,115] have developed a face recognition system based on 

this representation [63]. This work has continued with 

elastic bunch graph matching of coefficients from Gabor 

filter responses[116] and the dynamic link architecture 

[117]. Gabor filters are now being used extensively in 

various computer vision applications. 

Elastic Bunch Graph Matching 

Different human faces have the same geometrical structure 

and can therefore be defined as labelled graphs. Since we 

want to recognize faces from different views, the nodes of 

the graphs consistently refer to particular fiducial points, 

such as eyes, mouth, the tip of the nose and other contour 

points. Graphs for different head pose differ in geometry 

and local features. Although the fiducial points refer to 
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corresponding object locations, some may be occluded, and 

jets as well as distances vary due to rotation in depth. To be 

able to compare graphs from different poses pointers have to 

be established to associate corresponding nodes in the 

different graphs. 

Kepenekci has recently proposed a method of selecting 

high-energy peaks of the Gabor wavelet response instead of 

using predefined graph nodes as in elastic graph matching 

[119]. This reduces computational complexity and also 

improves the performance in the presence of occlusions. 

Hjelmås reports of 85% recognition on the ORL database 

[120,121] 

Gabor Fisher Classifier (GFC): 

Liu at University of Missouri and Wechsler at Goerge 

Mason University have applied an enhanced Fisher 

Discrimination Model (EFM) to the Gabor feature vector 

[122,123]. The dimensionality of the vector space is reduced 

in order to derive a lowdimensional feature representation 

with enhanced discrimination power. The GFC method is 

robust to illumination and facial expression variability and 

they report about excellent performance on the FERET 

database compared against other methods using Gabor 

wavelets, eigenfaces, fisherfaces, and a combination of 

Gabor and eigenfaces. 

Wavelets Based Methods Evaluation- 

Gabor wavelets are chosen for their robustness as a data 

format and for their biological relevance. One of the main 

motivations for using such feature based methods is that 

representation of face images in this way becomes very 

compact and this lowers the computational cost. This fact 

especially gains importance when there is a huge database. 

Since Gabor responses are DC-free they provide robustness 

against varying brightness in the image. Robustness against 

varying contrast can be obtained by normalizing the jets. 

The limited localization in space and frequency yields 

certain amount of robustness against translation, distortion, 

rotation and scaling. Face Bunch Graphs represent a good 

data structure for storing the extracted features. Simple 

graphs consisting of only nine nodes and six jets can 

theoretically represent 69 or about as many as ten million 

different faces. 

Finding the locations and corresponding values of the 

fiducial points in a face image is extremely critical for the 

performance of the recognition system. However, some of 

the most successful face recognition methods are based on 

graph matching of Gabor filter responses. Disadvantages are 

the graph matching complexity  manual location of training 

graphs and overall execution time. 
Table: VI 

 
Advantages 
 

Drawbacks 
 

Saves neighborhood 

relationships 

between pixels 

Sensitive to faulty normalization 

 

Robust against illumination, 

scaling, 

orientation and translation 

when face is 

correctly normalized 

 

Sensitive to facial expressions, 

glasses, 

facial hair, makeup etc. (can be 

improved 

using elastic bunch graph 

matching) 

 

Robust against noise 

 

Sensitive to occlusion (can be 

improved 

using high energy feature points as 

graph 

nodes) 

Robust against translation, 

rotation and 

scaling 

 

Sensitive to perspective, viewing 

angle 

and head rotation (can be 

improved using 

elastic bunch graph matching) 

Easy to update 

 

Graph matching complexity 

 

Fast recognition/Low 

computational 

cost 

 

Slow training/High computational 

cost 

(with large databases) 

 

Graph Matching based Methods:  

In [18] presented dynamic link architecture for distortion 

invariant object recognition which employs elastic graph 

matching to find the closed stored graph. Objects were 

represented with sparse graphs whose vertices were labeled 

with geometrical distances. In this system, individual faces 

were represented by a rectangular graph, each node labeled 

with a set of complex Gabor wavelet coefficients, called a 

jet. Only the magnitudes of the coefficients were used for 

matching and recognition.  When recognizing a face of a 

new image, each graph in the model gallery was matched to 

the image separately and the best match indicated the 

recognized person. They presented good results with a 

database of 87 subjects and test images composed of 

different expressions and faces turned 15 degree. The 

matching process was computationally expensive, taking 

roughly 25 seconds to compare an image with 87 stored 

objects when using a parallel machine with 23 transputers.  

 [40] extended this system to handle larger galleries and 

larger variations in pose and to increase the matching 

accuracy. Firstly, they use the phase of the complex Gabor 

wavelet coefficients to achieve an accurate location of the 

nodes and to disambiguate patterns which would be similar 

in the magnitudes of the coefficient. Secondly, they employ 

object adapted graphs, so that nodes refer to specific facial 

landmarks, called fiducially points. The correspondences 

between two faces can be found across large viewpoint 

changes. Thirdly, a new data structure called the bunch 

graph was introduced which serves as generalized 

representation of faces by combining jets of a small set of 

individual faces. This allows the system to find the fiducial 

points in one matching process, which eliminates the need 

for matching each model graph individually. This also 

reduces computational effort significantly. It offers good 

performance of about 98% for FERET database. But the 

drawback in this feature matching approach is that it 

requires manual intervention to select the fiducially points in 

the facial image and it requires precise location of those 

points. 

Brunelli and Poggio developed two simple algorithms for 

face recognition [4]. The first one is based on the 

computation of a set of geometrical features, such as nose 

width and length, mouth position and chin shape. One 

motivation for using geometric methods is that in an image 

with sufficiently low resolution it is impossible to 

distinguish the fine details of a face, but often possible for a 

human to recognize the person. The remaining information 

in the low resolution image is almost pure geometrical and 

implies that these properties of face features are sufficient 

enough for face recognition. The configuration of the 

features can be described by a vector of numerical data 
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representing the position and size of the main facial features, 

eyes and eyebrows, nose and mouth. This information can 

be supplemented by the shape of the face outline. 

One of the most critical issues in using a vector of 

geometrical features is proper normalization. The extracted 

features have to be independent of position, scale and 

rotation of the face in the image plane. Translation 

dependency can be eliminated once the origin of coordinates 

is set to a point that can be detected with good accuracy in 

each image. Rotation invariance can be achieved by 

horizontally aligning the eye to eye axis and scale invariance 

by using the distance between the two eyes. Locating the 

eyes is usually performed using templates for each of the 

eyes.  

Because almost every face has two eyes, one nose and one 

mouth with very similar layout face classification can be 

difficult, while feature extraction is easier. A very useful 

technique for extraction of facial features is vertical and 

horizontal integral projection (Figure 1). Projections can be 

extremely effective in determining the position of features, 

provided that the window on which they act is suitably 

located to avoid misleading interferences. 

Feature based PCA:  

Cagnoni and Poggi [6] suggested a feature based approach 

instead of a holistic approach to face recognition. They 

applied the eigenface method to sub-images (eye, nose and 

mouth). They also applied a rotation correction to the faces 

in order to obtain better results. 

Template Based and Geometry Based Methods -Evaluation 

The use of feature vectors seems very unstable and limited 

because the variation of the data from different pictures of 

the same face was in the same order of magnitude as the 

variation between different faces. The method is sensitive to 

inaccurate detection of features and to all sorts of 

disturbance such as facial expressions or varying pose. 

Template-based approaches outperform geometrical 

methods. Templates seem to offer satisfactory results for 

recognition from frontal views. A more difficult problem is 

how to deal with non-frontal views. It should be possible to 

use almost the same scheme for different viewpoints at the 

expense of considerably greater computational complexity. 

Or maybe it is possible to extrapolate or guess correctly 

other views of the face. Humans are certainly able to 

recognize faces turned 20-30 degrees from the front from 

just one frontal view. 

The recognition rate achieved with a single template (eyes, 

nose or mouth) is remarkable and consistent with the human 

ability of recognizing familiar people from a single facial 

characteristic. Using a eyes, nose or mouth template is most 

discriminating and using the whole face gives least 

discrimination. Integration of more features in a recognition 

system has a beneficial effect on robust classification. If 

more templates are used in parallel the score from the most 

similar feature can be used, scores can be added together or 

each feature template can be assigned a different weight. 

 

 

 

 

 

 

 

Table: VII 

 

Advantages 
 

Disadvantages 
 

Robust against scaling, 

orientation and translation 

when face is correctly 

normalized 

 

Sensitive to faulty normalization 

 

Can handle high resolution 

images efficiently 

 

Sensitive to noise and occlusion 

Saves neighborhood 

relationships between pixels 

 

Templates are sensitive to 

illumination 

 

Can handle very low resolution 

image 

 

Sensitive to perspective, viewing 

angle 

and head rotation (can be improved 

using 

more templates) 

Geometric relations are stable 

under 

varying illumination conditions 

 

Sensitive to facial expressions, 

glasses, 

facial hair, makeup etc.  

Good recognition performance 

 

Slow training and recognition/High 

computational complexity 

 

CONCLUSION 

The drawbacks are compensated with regular PCA. One 

major advantage with this hybrid combination is that it 

provides methods for incremental learning of new classes. 

This means that new faces can be added to the database 

without re-computing the representations of all other learned 

faces. 
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