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INTRODUCTION
Pharmacist as a member of the health care team has been in contact directly with health people [1]. It is now widely accepted 

that the quality of pharmacist–patient communication is fundamental for effective health care [2,3]. A key part of this development 
has been the concept of the extended role, which emphasizes the contribution that pharmacists can make in four key areas: 
the management of prescribed medicines; the management of chronic conditions; the management of common ailments; and 
the promotion and support of healthy lifestyles [4,5]. Pharmacists’ roles have evolved historically from a focus on medication 
dispensing and compounding to provision of patient information, education, and care services [6-8]. The question that arises is 
whether the right interpersonal communication between the pharmacist and the patient really exist? Does the pharmacist have 
the good performance from view of public? How can be demonstrated right understanding of the pharmacist's role as the main 
body to prevent the misuse of drugs and medication information? What social factors involved in understanding the role of the 
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pharmacist? The study purpose was to investigate views patients of selected in the evaluation pharmacist-patient professional 
relationship in responding to these questions. Researchers have declared pharmacist-patient communication not only important 
for improving appropriate medication use, but also for achieving desired patient outcomes [9,10]. In some of the studies, The 
medication reviews included factors such as patient interviews by a pharmacist to evaluate medication use and adherence [11-15], 
patient use of health and human services, [11], a quality of life survey [7,12,16], and any patient reported problems with medications 
[12,17,18]. Our analysis is declared in the context of a shift in pharmacists' roles from product to patient orientation as well as 
enhanced pharmacists' roles via drug utilization review for all medical aid patients. In the future, training programs should be 
appropriate to the functional skills of pharmacists to develop interpersonal competence. Usually, selection of the important 
variables for medical research is one of the most important model selection problems in statistical applications. To this end, a 
variety of variable selection approaches have been suggested [19]. We proposed the multistep generalized unbiased interaction 
detection and estimation with adaptive forward selection algorithm. Scientists has been shown that for regression problem, this 
method outperform some well-known variable selection algorithm like least absolute shrinkage and selection operator (LASSO). 
[20], studied variable selection for the semi-parametric regression model of longitudinal data when some covariates are measured 
with errors. They have proposed a bias- corrected variable selection procedure based on the combination of the quadratic 
inference function and shrinkage estimation [21]. Latent variable selection, in linear and nonlinear models has been used [22,23]. 
Also, a set of new methods to select variables in the correlated data are proposed [24]. Robustness and efficiency are jointly two 
methods as optimal property for variable selection method [25]. Also, a review of some older methods of latent variable selection 
problem for multivariate generalized linear models can be found [26]. However, one of the most well-known multivariate methods 
in the measurement of latent variables is the factor analyses which have become more popular in recent years, especially in the 
high-dimensional case. The most promising aspect of this approach is that it can simultaneously do variable selection and model 
fitting which is due consideration of stochastic errors in the variable selection process. Different types of penalties have been 
introduced in the context of variable selection [27-31]. On the other hand, sometimes data belongs to some unobserved categories 
or they are heterogeneous. Finite mixture models can be useful in such situations. Finite mixture of regression models have 
been studied by authors like Khalili and Chen [32]. Recently Eskandari and Ormoz [33] have been studied the variable selection in 
a finite mixture of semi-parametric regression models and finite mixture of generalized semi-parametric models. In those works, 
a one dimensional nonparametric function has been used in the model and it has been multiplied by a multivariate covariate. 
In this paper, we will consider a multivariate factor analysis for data reduction. We used unobserved random variables jP  as a 
nonparametric function of our model. In the previous works, local linear smoothers have been used, while here we will consider 
multivariate factor analysis. 

METHODS
Factor analysis in multivariate data sciences, investigates help to whether particular covariates explain any of the heterogeneity 

of treatment effects between studies. Meta-analysis is sometimes used to relate the results of the trials to published averages 
of patient characteristics within trials, for example average age or proportion of women to men. Such analyses are often difficult 
to interpret [34,35]. A common situation is that there are few trials in a meta-analysis but many possible patient characteristics 
that might explain heterogeneity. Multiple analyses using each of these characteristics may be done. Some analyses may be 
undertaken simply because of observed patterns in the results of the trials, which suggest that a certain covariate may be 
important. In this situation, we use the factor analysis. Factor analysis is a statistical method used to describe variability among 
observed, correlated variables in terms of a potentially lower number of unobserved variables called factors.

Theory of Factor Analysis

Suppose we have a set of P  observable random variables, pqqq ,...,, 21  with means pµµµ ,...,, 21 .

Suppose for some unknown constants ijl  and k  unobserved random variables jP , where Pi ,...,1∈  and kj ,...,1∈ , 

where Pk  , we have ikikiii PlPlq εµ +++=− ...11 . Here, iε  is independently distributed error terms with zero mean and 

finite variance, which may not be the same for all i  Let iiVar ψε =)( , so that we have Ψ== ),...,()( 1 pDiagCov ψψε  and

0)( =εE . In matrix terms, we have − = +µ εQ LP . If we have n  observations, then we will have the dimensions kpnp LQ ×× , , 

and
nkP ×

. Each column of x  and P  denote values for one particular observation, and matrix L  does not vary across observations. 

Also we will impose the following assumptions on P . P andε  are independent. ,0)( =PE IPCov =)(  (Make sure that the 

factors are uncorrelated). Any solution of the above set of equations following the constraints for P  is defined as the factors, and 
L  as the loading matrix.

Suppose, Σ=− )( µQCov . Then note that from the conditions just imposed on P , we have ( ) ( ),− = +µ εCov Q Cov LP  
or ),(')( εCovLPLCov +=Σ  or 'Σ = +ΨLL .

Note that for any orthogonal matrix L , if we set =L LP  and PQP '= , the criteria for being factors and factor loadings 
still hold. Hence a set of factors and factor loadings is identical only up to orthogonal transformation.
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 In other words, it is possible that variations in three or four observed variables mainly reflect the variations in fewer unobserved 
variables. Factor analysis searches for such joint variations in response to unobserved latent variables. The observed variables are 
modeled as linear combinations of the potential factors, plus "error" terms. The information gained about the interdependencies 
between observed variables can be used later to reduce the set of variables in a dataset. Computationally this technique is 
equivalent to low rank approximation of the matrix of observed variables. Factor analysis originated in psychometrics, and is 
used in behavioral sciences, social sciences, marketing, product management, operations research, and other applied sciences 
that deal with large quantities of data. Such multiple or post hoc analyses lead to a high probability of false positive conclusions. 
It is necessary to limit the number of covariates proposed for investigation again to protect against false positive conclusions 
[35]. There are several advantages in our research, including the minimum system error, correlation between measurable factors 
and auxiliary factors effects on response explanatory variable. These are through a regression logistic model and using Meta 
regression will be investigated. In this theory is shown the best model has the maximum power test that in result a researcher can 
use with rely on it for evaluation research proposed hypothesis. The development of the increasing appreciation of the benefits 
of using statistical methods in healthcare research, also in particular in relation to evaluation such methods to both statisticians 
and healthcare researchers will undoubtedly increase over the next years [36]. Medical statisticians will in the future be expected to 
have a more detailed knowledge of the fundamental principles of Factor Analysis inference, whilst applied healthcare researchers 
will frequently analyses their own data using other approaches, mirroring the current situation as regards classical statistics. 
According to the studies for multinomial case, we applied a Factor Analysis method in a term of a potentially lower number of 
unobserved variables.

Suppose a similar study is performed in m different centers each involving a comparison among age, gender, marital status 
and education which four outcomes labeled questionnaire. The questionnaires were distributed in five zones and five pharmacies 
and in each region, hundred volunteers participated. So, the response variable is a multinomial one for four factors of age, 
gender, marital status and education. 

A Real Example: Active Population of Islamic Republic of Iran Between years 2012-2014 

We presented an analysis on the active population of Islamic Republic of Iran. The data set used includes information for 
500 patients who were referred to the pharmacy in the city in years 2012 to 2014. Evaluation form to collect information in 5 
different areas was distributed between patients at random by our pharmacists. In this study, simple random sampling (SRS) and 
statistical analysis was performed using the Factor Analysis models, and the estimation of parameters different social factors 
of between people via Cumulative Percent approach it was shown. Our statistical population was composed of all members of 
society who were selected from between them 500 patients. Measurement tool in the evaluation form were consists of four 
questions about personal details and 14 personality tests the 500 people who were referred to the pharmacy in the city. Before 
completing the evaluation form to anyone on the overall objective of the study was described. Also, consent was obtained from 
each individual to participate in the research project. In this evaluation, 254 women and 246 men were studied. Social factors 
such as age, gender, marital status and level of education were coded. The social factors divided to four groups: age (=) gender 
(=), marital status (=) and level of education (=). Thus, we encountered to multinomial population. Part of the questions were 
relevant to amount of the understanding of the role of the pharmacist that to deals the knowledge and satisfaction rate of the 
public of the pharmacists in the form of how use of prescription drugs. These questions included q1, q4, q9, q13. Some other 
questions was related to satisfaction rate of the public of informing medical and pharmacy services in the form of O.T.C. drugs 
in different pharmacy. These questions included q2, q3, q6, q7. And finally, another part of the questions deals to rate self-
medication by people. These questions included q5, q8, q11, q12 and q14. In each of the three main questions, social factors 
are also investigated. A total of 14 questions to assess public awareness and appreciation of pharmacists and pharmaceutical 
delivery system were determined. The questionnaire the data as a random sample of 500 cases of patients aged 16 years and 
greater than was collected by 5 pharmacists. The data set from 5 different areas that we have considered them as the centers 
of study.

RESULTS
Data Analysis

We aim to establish causal relationships between variables representing social factors. We want to interpret and analyses 
the data in terms of the encoded causal relations. The chosen effectiveness parameters in our analysis were the coefficients 
q1, q4, q9 and q13. The results have shown that the response to the survey about amount of the understanding of the role 
of the pharmacist that to deals the knowledge and satisfaction rate of the public of the pharmacists in the form of how uses 
of prescription drugs are relevant. In question q1, effectiveness factors was included F1=0.14 and F2=0.71. These numbers 
represent the amount of inform the public of the pharmacist role is. In comparing the first and second factors we described the 
public know the role of the pharmacist. In question q4, effectiveness factors was included F1= -0.69 and F2= -0.93. These factors 
showed that in spite of know of role of pharmacist, public haven't desire to ask his medical questions from pharmacist. In question 
q9, effectiveness factors was included F1= -0.14 and F2=0.73. These factors indicate that public about comment pharmacists 
about the use of medication, are relatively satisfied. In question q9, effectiveness factors was included F1=0.74 and F2= -0.09. 

http://en.wikipedia.org/wiki/Latent_variable
http://en.wikipedia.org/wiki/Linear_combination
http://en.wikipedia.org/wiki/Errors_and_residuals_in_statistics
http://en.wikipedia.org/wiki/Low_rank_approximation
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These factors suggest that public about pharmacists recommendation about the use of medication, are relative attention. Part of 
other parameters effectiveness were related to satisfaction rate of the public of informing medical and pharmacy services in the 
form of O.T.C. drugs in different pharmacy. These questions were included q2, q3, q6, q7. In question q2, effectiveness factor was 
included F2=0.90. In question q3, effectiveness factors was included F1= -0.64 and F2= -0.19. These questions show that the 
public of receiving their drugs especially O.T.C at the pharmacy are satisfied. Questions 6 and 7 to deals of knowing people from 
O.T.C. drugs or non-prescription drugs. In question q6, effectiveness factors was included F1=0.73 and F2= -0.05. In question q7, 
effectiveness factors was included F1=0.48 and F2=-0.39. Another part of the questions deals to rate self-medication by people. 
These questions were included q5, q8, q11, q12 and q14. In question q5, effectiveness factor was included F2=0.54. In question 
q8, effectiveness factors were included F1=0.11 and F2=0.56. In question q11, effectiveness factor was included F2=0.63. In 
question q12, effectiveness factor was included F2=0.61. In question q14, effectiveness factor was included F2=0.38. The rate 
of effectiveness on society concerning use of self-medication was achieved about 60%. For example, in the study population who 
had at least partial knowledge of the role of the pharmacist in the selection process, there are prescription medications 72.2% 
respondents are that in addition to the knowledge to asking of the pharmacist and unwillingness of use non-prescription drugs 
also pharmacists comment are totally believe. Pharmacists’ role in the selection of drugs, more effective and influential in their 
recovery processes. Another example in the population of study is related to individuals that at least partially of the delivery status 
of nonprescription drugs in the pharmacy have knowledge and satisfaction. 34.1% of respondents obtained their drugs from 
pharmacies and as well supply of non-prescription drugs with their satisfaction. Final example in the population of study is related 
to the respondents’ tendency to use arbitrary drugs. 70% of respondents despite knowledge of important role of pharmacist 
in medicinal counseling tend to consume have on arbitrary. According to the above findings can be pointed to weaknesses in 
popular culture. In fact, creating a culture in preparation and proper use of drugs is one of the most important pillars of preventing 
misuse use of drugs that in this research is studied. The estimate of probabilities in the multinomial distribution of q8, q10 and 
q11 are presented in Table 3. 

Component P1 P2 P3 P4
Eigen Value 2.07 1.75 1.42 1.38
Cumulative percent 31.3% 26.4% 21.5% 20.8%
According to the table above Eigenvalue and Cumulative percent (P1) component is higher
than other component. The first component (P1) is function of q8, q10 and q11. Ratio of variance for first component is 31.3%. The second 
component (P2) is function of q5, q6 and q7. Also, ratio of variance for the second component is 26.4%. Ratio of variance for third component 
is 21.5% and also for fourth component is 20.8%.

Table 1. Cumulative function and Eigen values.

We also computed the estimate of probabilities for multinomial distribution of q5, q6 and q7. Results presented in Table 
5. In the principal components approach, should choose highest eigenvalues. In this study, they are four components. The first 
component (P1) is function of q8, q10 and q11. Ratio of variance for first component is 31.3%. The second component (P2) is 
function of q5, q6 and q7. Also, ratio of variance for the second component is 26.4%. The other results are shown in Table 1. 
Also, the maximum correlation is between first component and q11. Therefore, in the Table 2. we have presented likelihood ratio 
test for each cell in q11.

N of Valid Cases (q11) Statistics Value d. f. Asymp. Sig.
221 Likelihood Ratio 6.706 6 0.3490
190 Likelihood Ratio 6.896 6 0.331
106 Likelihood Ratio 4.824 6 0.5670

According to the table Likelihood ratio test for each cell in q11 is shown. The maximum correlation is between first component and q11.

Table 2. Likelihood ratio tests.

Table 3. q8*q10*q11 cross-tabulation.

Q11 Q8
Q10

1 2 3

1
1 14% 15.4% 6.3%
2 7.7% 10.4% 5.4%
3 16.7% 19% 4.5%

2
1 6.8% 7.4% 4.2%
2 6.3% 8.4% 4.2%
3 22.6% 24.7% 8.9%

3
1 3.8% 9.4% 2.8%
2 10.4% 18.9% 3.8%
3 15.1% 27.4% 5.7%

In the table above the estimate of probabilities in the multinomial distribution of q8, q10 and q11 is shown. Displaying a distribution of 
cases by their values on three variables is known in the table.
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Q7 Q5
Q6

1 2 3

1
1 3.9% 3% 23.7%
2 3.9% 1.8% 33%
3 3% 2.7% 25.1%

2
1 0.01% 0.1% 22.6%
2 0.1% 3.8% 34%
3 0.1% 0.1% 36.9%

3
1 0.1% 0.1% 28%
2 4% 4% 24%
3 0.1% 0.1% 40%

It shows that Cross-Tabulation of questions (q5-q6 and q7). In the table above the estimate of probabilities in the multinomial distribution of 
q5, q6 and q7 is shown.

Table 4. q5*q6*q7 cross-tabulation.

Q7 Q5
Q6

1 2 3

1
1 3.9% 3% 23.7%
2 3.9% 1.8% 33%
3 3% 2.7% 25.1%

2
1 0.01% 0.1% 22.6%
2 0.1% 3.8% 34%
3 0.1% 0.1% 36.9%

3
1 0.1% 0.1% 28%
2 4% 4% 24%
3 0.1% 0.1% 40%

It shows that Cross-Tabulation of questions (q5-q6 and q7). In the table above the estimate of probabilities in the multinomial distribution of 
q5, q6 and q7 is shown.

Table 5. q5*q6*q7 cross-tabulation.

1 What is the role of the pharmacist in your life? q1
2 Do you want your prescription drug information ask to pharmacist? q4
3 Are you taking prescribed medications without a prescription? q5
4 Do you know the word the word O.T.C. drugs? q6

5 Do you know some medicines are purchased at pharmacies without a prescription? q7

6 Do you want doctor to prescribe your favorite drugs? q8
7 How much do you believe the use of herbal medicines? q10
8 Do you prefer purchase supplements without a prescription form pharmacies? q11

In the table Interaction distributed based on q1 and q4 also q5, q6 and q7 and also q8, q10 and q11 is appeared. The description of each 
component are also been explained.

Table 6. Interaction distributed based on q1 and q4 Interaction distributed based on q5, q6 and q7 Interaction distributed based on q8, q10 and q11.

DISCUSSION
Pharmacists are usually an easily available source of primary care because of the widespread distribution of pharmacies 

[37]. By accessing a pharmacist as an expert adviser the patient can be prepared for a health care about the use of health care 
supplies including drugs that do not require a prescription. The pharmacist also has the expertise in professional network to refer 
a patient to doctor if there is a need for diagnosis and treatment with medicines that do require a prescription or other treatments. 
In this article, using the principal component approach and cumulative presents for variances of factors, factor analysis was 
developed to the model, which is one of the most flexible methods in multivariate analysis [38]. In this research, exploratory factor 
analysis was used to examine the covariance structure of the data reported by approximately 500 members during 2012-2014. 
Further research is needed to investigate the relationship between factor analytic results and survey structure, as well as to 
assess the relationship between factor scores and key exposure variables. 
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