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ABSTRACT—Security system is a domain where often new technologies emerge and compete with each other to prove 
their excellence. Authentication using faces is an emerging trend in security systems where distinct facial features are 
extracted from the input image and searched with other images in the database for matching features. Since aging is 
uncontrollable, the techniques ‘Self Organizing Map (SOM)’ and ‘Dynamic Bayesian Networks (DBN)’ can be combining 
used to identify human faces across ages. This technique implements a weighted directed acyclic graph whose weight 
values represent similarities of the human faces taken into account. These weights are incrementally updated and learned 
using the training set of facial images of the same individual. In the beginning of the function, all weight vectors of the 
second layer neurons are set to random values. After that, some input-vector from the set of learning vectors is selected and 
set to the input of the Neural Network. At this step, the difference between the input vector and all neuron vectors of image 
in the face database is calculated. Thus, without any age limitations the exact output image matching the given input image 
is identified and the person is authenticated .The SOM technique can be effectively used in license renewal systems, online 
voting systems and other state applications reducing the human effort in a great concern. 

KEYWORDS—Security, Face Verification, Authentication, Self Organizing Feature Maps, Dynamic Bayesian Networks, 
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I. INTRODUCTION 

Security system needs to be concentrated more in a new technology aspect. Facial authentication is used instead of 
traditional password authentication methods to improve accuracy. Face recognition technology is the least intrusive and 
fastest biometric technology. It works with the most obvious individual identifier, the human face. Instead of requiring 
people to place their hand on a reader or precisely positioning their eye in front of a scanner, face recognition systems 
unobtrusively take pictures of people faces as they enter a defined area. There is no intrusion or delay, and in most cases the 
subjects are entirely unaware of the process. They do not feel "under surveillance" or that their privacy has been invaded. 
Each human face consists of distinct features called Nodal points. These nodal points are extracted from the input image 
and matched with nodal points of image in database. Similarities between these features are plotted as edge weight in 
directed acyclic graph. The weights in this second layer represent conditional probabilities values between a facial region 
and a feature vector, or between two facial regions or between two feature vectors. These weights are updated often using 
the training set of facial images of the same input image. This method would produce a more precise result when compared 
to existing facial detection mechanisms. 

 

 

 



    ISSN(Online): 2320-9801 
        ISSN (Print):  2320-9798          

 
 

International Journal of Innovative Research in Computer and Communication Engineering 

(An ISO 3297: 2007 Certified Organization)   Vol.2, Special Issue 1, March 2014 

Proceedings of International Conference On Global Innovations In Computing Technology (ICGICT’14) 

Organized by 

Department of CSE, JayShriram Group of Institutions, Tirupur, Tamilnadu, India on 6th & 7th March 2014 

Copyright @ IJIRCCE                               www.ijircce.com                 1483 

 

II. PRELIMINARIES 

Bayesian networks are a concise graphical formalism for describing probabilistic models. We have provided a brief tutorial 
of methods for learning and inference in dynamic Bayesian networks. In many of the interesting models, beyond the simple 
linear dynamical system or hidden Markov model, the calculations required for inference are intractable. Two different 
approaches for handling this intractability are Monte Carlo methods such as Gibbs sampling, and variational methods. An 
especially promising variational approach is based on exploiting tractable substructures in the Bayesian network. Face 
verification using DBN consists of ‘N’ number of face images for a given age (A) is stored in the database. Then the 
observations of images at various time periods (A+1, A+2, A+3…) are converted into Dynamic Bayesian Network (DBN). 
Once all feature vectors assigned to local areas of a face image are captured, they are viewed as Visual Observations (VOs).  

     

      

 

 

 

 

 

Faceimage captured, are viewed as Visual Observations (VOs). Nine facial regions are considered: hair (H), between hair 
and forehead (HF), forehead (F), ears (EA), eyes (E), nose (N), cheeks (CH), mouth (M), and chin (C) are latent variables 
(or hidden states) and the block feature vectors Oi are the observables; all these variables represent vertices of a DBN which 
is an Hidden Markov Model (HMM). 

III. EXISTING SYSTEM 

I. VO Sequence Feature Extraction 

A VO sequence is defined as a flow of symbols which represents either:  temporal data, generated by some causal 
process or sequential data, where the generating mechanism of this sequence is unknown. Given a VO sequence as input, 
the first phase consists of selecting the VO sequence model which is a DBN that explains the VO sequence. A set of shapes 
is generated for different values of α that depend on the EDBN points’ density. Signatures vectors assigned to these similar 
shapes are computed and grouped together to form an equivalence class. The entire process is undertaken for all VO 
observation sequences forming the training set. In this application, one DBN is built for the same individual and its training 
is conducted via all facial images (at different ages) of an individual. 
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Face image is mapped to a particular DBN (auto-regressive HMM).The sequence Q1Q2, . . . , Q5 represents the hidden 
state sequence assigned to the emitted observation sequence O1O2, . . . , O5. 

II. Face DBN 

A DBN represents a formalism that extends Bayesian networks to model probability distribution on collections of 
random variables Z1, Z2, Z3, .The weights in this DBN represent conditional probabilities values between a facial region 
and a feature vector, or between two facial regions or between two feature vectors. These weights are incrementally 
updated and learned using the training set of facial images of the same individual. 

 
III.α-Shapes Signature Vectors for p different α-values 

The α-shape concept represents a formalization of the intuitive notion of “shape” for spatial point set data. The α-shapes 
define a hierarchy of shapes from a set of points (EDBN) that allows features’ multi scale modeling that are very useful in 
macromolecule structure exploration as well as in facial aging. A α-shape is a concrete geometric object that is 
uniquelydefined for a particular set of points. The construction of α-shapes is based on the notion of “ball” known also as 
“generalized disk”. The notion of a generalized disk is defined as follows. 

1) If α >0 but very large, then the generalized disk is a half-plane (very large radius). 
2) If α > 0 but not large, then the generalized disk is a closed ball of radius √a. 
3) If α <0, the generalized disk is the complement of a closed ball of radius √−α. 

 

IV. Classification 

Aset of shapes is generated for different values of α that depend on the EDBN points’ density. Signatures vectors assigned 
to these similar shapes are computed and grouped together to form an equivalence class. The entire process is undertaken 
for all VO observation sequences forming the training set. Since there are several different α values assigned to the same 
object; a set of signature vectors is generated. This set of vectors is represented by its mean vector. In other words, for a 
given TDBN, this classification problem consists of assigning an equivalence class to an input set of signature vectors 
characterized by its mean vector. 

O1 O2 O3 O4….O16….O20 

H HF HF H……EA…..E 
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Diagram showing an individual’s face (at different ages) as an AR-HMM that is embedded in an EDBN whose p α-shapes 
signature vectors assignedto the individual’s DBN are extracted. These signature vectors form the equivalence class 
representing the individual’s face. 

The cost of the topological feature extraction whose complexity varies linearly with the number of featuresare selected. 
This methodology allows viewing a DBN as a geometrical object captured by a hierarchy of α-shapes. Topological features 
can therefore unfold, and be utilized to improve classification accuracy. 

IV. THE PROPOSED FACE VERIFICATION SYSTEM 

The proposed methodology allows viewing a DBN as a geometrical object captured by a hierarchy of α-shapes. Topological 
features can therefore unfold, and be utilized to improve classification accuracy. This symbiosis between a traditional DBN 
and a topological DBN represents an exploratory endeavor to connect discrete structures with continuous structures.  

The proposed face verification system is described as in the following stages: 

Stage 1-Extract nodal points: 

Every face has numerous, distinguishable landmarks, the different peaks and valleys that make up facial features. These 
landmarks are called as nodal points. Extraction of nodal points is the first step in our face verification system. 

Stage 2-DBN and Construction of DAG:  

The weights in this DBN represent conditional probabilities values between a facial region and a feature vector, or 
between two facial regions or between two feature vectors. These weights are incrementally updated and learned using the 
training set of facial images of the same individual. 

Stage 3-Self Organized Feature Maps:  

Each input vector from the training set is presented to the NN, and learning continues either some fixed number of cycles 
or while the difference between an input and the weights vectors reach some epsilon value. The difference between adjacent 
neurons decreases with time, and hence they organize into groups (maps) which correspond to one of the classes from the 
learning set. 
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Stage 4-Verification Process: 

 At this step, the differences between the input vector and all neurons vectors are calculated. After that, the NN chooses the 
winner-neuron, i.e., the neuron whose weights vector is the most similar to the input vector. 

 

 

 

   

 

 
  

 

 

 

 
 
 

 

 
 

V.CURRENT & FUTURE USES OF FACE VERIFICATION SYSTEM 
All Of this makes Face Verification Ideal For High Traffic Areas Open To The General Public, Such As: 
 
i)Airports And Railway Stations 
ii) Voting  
iii) License Renewal  
iv) Public Transportation 
v) Financial Institutions 
vi)Government Offices 
vii)  Businesses Of All Kinds 

 

 

Face Image Database 

Extract Nodal Points 

Apply DBN 

Construct DAG 

Training by SOM 

Compare Images 

Input Image 

Unmatched Images 
Images Matched 
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VI.CONCLUSION 

Thus, an efficient face verification technology is proposed for identifying human faces across ages which can 
reduce human effort in a great concern by eliminating the necessity of updating age databases periodically. Government 
agencies may use this system for Online voting system, License renewal and other state and central governance 
applications. The main feature of this proposed concept is that it can accept dynamic constraints thus improving the 
performance of the system with no single extra virtual samples needed to be generated. In addition to that it shows higher 
robustness against expression variance and partial occlusions. Also, it can provide partial invariance to translation, rotation, 
scale, and deformation in the image sample combined with other neural networks methods, so that more and more face 
recognition algorithm will use SOM in the future. 
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