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ABSTRACT: Everyday communication with the hearing population poses a major challenge to those with hearing 
loss. For this purpose, an automatic American Sign Language recognition system is developed using artificial neural 
network (ANN) and to translate the ASL alphabets into text and sound. A glove circuit is designed with flex sensors, 3- 
axis accelerometer and sEMG sensors to capture the gestures. The finger bending data is obtained from the flex sensors 
on each finger whereas the accelerometer provides the trajectories of the hand motion. Some local features are 
extracted from the ASL alphabets which are then classified using neural network. The proposed system is evaluated for 
both user-dependent and user-independent conditions successfully for isolated ASL recognition. The main purpose of 
this Hand Talk system is to provide an ease of sharing ideas, minimized communication gap and an easier collaboration 
for the hard of hearing people. 

KEYWORDS: Accelerometer, Artificial Neural Network, Electromyography, Flex Sensors, Sign Language 
Recognition 

 
I. INTRODUCTION 

 
Gestures play a major role in the daily activities of human life, in particular during communication providing easier 
understanding. In other words, Gesture recognition refers to recognizing meaningful expressions of motion by a human, 
involving the hands, arms, face, head, and/or body. Between all the gestures performed hand gestures plays an 
important role which helps us to express more in less time. Now a day, Human-Machine interface has gained a lot of 
research attentions employing hand gestures. There are other applications which could be controlled by a gesture are 
investigated [1]-[3], [9], [10] such as media players, remote controllers, robots, and virtual objects or environments. 
Hand gestures particularly sign languages can be interpreted uniquely by investigating the patterns of four basic 
components such as hand shape also known as hand configuration, hand movement, orientation and classification [4], 
[5]. Two approaches that are commonly used to recognize the gestures are 1) Vision based systems and 2) Glove based 
systems. 
 
Vision based system provides a more natural and non-contact solutions such as camera to perceive the information of 
human motions and their surroundings. Because of complex background and occlusions this requires intelligent 
processing making it difficult to design. Though it is feasible for controlled environments it has lake of accuracy and 
processing speed. For e.g., the Arabic Sign Language gesture recognition [6] using a spatiotemporal feature extraction 
scheme provides an accuracy of 93% with its sensitiveness to the use environment such as background texture, color, 
and lighting [1], [7]. In order to enhance the robust performance of vision-based approaches, some previous studies 
utilized colored gloves [10] or multiple cameras [11] for accurate hand tracking, segmentation, and recognition. These 
conditions limit their applications in mobile environment. A sentence level American Sign Language recognition 
system consisting of a wearable hat,  mounted with camera  achieves 97% accuracy based on real time Hidden Markov 
Model. Thus, the combined accelerometer and the vision system improve the accuracy in noisy and problematic 
conditions [11].  
 
Glove based systems on the other hand employs sensors attached to the glove captures the movement of the hand and 
finger and also the rotation. Many efforts have been made to interpret hand gestures, particularly the signals which are 
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changing over time Hidden Markov Model (HMM) is employed as an effective tool in most of the works. A system 
with two data gloves and three position trackers as input devices and a fuzzy decision tree as a classifier is used to 
recognize the Chinese Sign Language gestures [8]. With a 5113 sign vocabulary, it achieves 91.6% recognition 
accuracy. The combined accelerometer and the surface electromyographic sensor provides an alternative method of 
gesture sensing unlike the above two methods mentioned previously. The Kinematic information of the hand and the 
arm are provided by the accelerometer and also it is capable of distinguishing the hand orientations or movements with 
different trajectories [12]. EMG Sensor measures the electrical activity provided by the skeletal muscles and the signal 
contain rich information for the coactivation and coordination of multiple muscles associated with different sign 
gestures. Recent works on ACC and sEMG have demonstrated the improved recognition performances. For instance, it 
is shown that the sEMG combined with ACC can achieve accuracy in the range of 5–10% for recognition of various 
wrist and finger gestures [15]. The complementary functionality of both sensors is examined for the recognition of 
seven isolated words in German sign language [13]. The intrinsic mode entropy is successfully applied on ACC and 
sEMG data acquired from the dominant hand to recognize 60 isolated signs in Greek sign language [14]. Recently, a 
wearable system using body-worn ACC and sEMG sensors is designed [16] to remotely monitor functional activity in 
stroke. 
 
The goal of this paper is to develop a portable communication system having multiple sensors for American Sign 
Language Recognition and to translate these gestures into text and sound. The rest of this paper is organized as follows. 
Section II describes the overview of proposed method. Section III provides the input module on the recognition of the 
proposed SLR method. The gesture recognition engine and the test results are given in Section IV and V. Section VI 
concludes the paper. 

 
II. SYSTEM ARCHITECTURE 

 

The basic concept of proposed system is the idea of developing glove-based communicating aid in mobile environment. 
The architecture of Hand Talk system for sign language gesture recognition and hearing- impaired users with the 
environment is illustrated (see Fig.1). 

 
Fig 1: Overview of System Architecture 

 
A problem that stresses the high importance of hand-talk system is that communication between visually- and hearing-
impaired users is not possible using physical means. As illustrated in fig. 3.1, the hand-talk system would be able to 
recognize the sign language of the hearing impaired user and convert into text. In addition, the system would synthesize 
speech using text to speech conversion module. The present work takes the first step toward the development of such 
interfaces providing minimized communication gap, easier collaboration and ease of sharing ideas & experience. The 
block diagram of hand gesture recognition system consists of two main units namely Hand-Gloves and the Base station 
(translator unit) is shown (See fig. 2). The glove circuit is designed with multiple sensors whereas base station consists 
of controller unit, text to speech conversion module and a LCD display. The glove circuit consists of one flex sensors 
for each finger, one 3-axis accelerometer and three sEMG sensors with one being a reference electrode.  
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Fig 2: Block Diagram for Hand-Talk System 

 
The flex sensor produces the change in resistance value depending on the amount of degree bend of each 

finger and the corresponding hand movement, orientation is reported by the tri-axial accelerometer. The sEMG sensors 
are used to measure the muscle activity of the hand while performing gestures in terms of electrical signals.  The signal 
from the flex sensor and the EMG sensors are filtered to remove the noise signals and amplified before to be fed into 
ADC whereas the accelerometer is connected using an interface circuitry. Thus, the captured outputs are fed into the in-
built ADC of ARM LPC2148 micro-controller for analog to digital conversion. The output from microcontroller’s 
ADC is interfaced to the PC via RS232 cable and the inputs are classified using MATLAB. The recognized gesture is 
converted and displayed into corresponding text and speech using text to speech conversion module. 

 
III. INPUT MODULE 

 
Data gloves, a simple electronic glove that transforms the hand and finger movement into real time data for 
applications. The proposed data glove not only has the information of finger position but the movement, orientation of 
the hand with electrical signal emanating from the muscle activity as well. The sensors that are selected to be attached 
to the data glove to capture the hand gestures are: Flex sensors and Accelerometer. Many materials are used for the 
glove including leather, cotton, and plastic. The cotton gloves proved to be ideal for this application, since the sensor is 
attached firmly and the glove can easily be removed without destroying the sensors. 
 
 
 
 

 
 
 
 
 
 

 
 

Fig 3: Basic Flex Sensor Circuit 

a. Flex Sensor 
Flex sensors are sensors that changes the resistance depending upon on the amount of bend on the sensor. They 
convert the change in bend to electrical resistance- the more the bend, the more the resistance value. They are 
usually in the form of a thin strip from 1” – 5” long that vary in resistance. They can also be made uni-directional or 
bi-directional. The flex sensors are made with the same principle as strain gauges (changing their resistance on the 
bending occasion), but they have large resistance differences. Inside the flex sensors are the carbon resistive 
elements within a thin flexible substrate when bent produces a resistance output relative to the bend. Flex sensors 
works in the principle of voltage divider form and the basic flex sensor circuit is shown (See fig. 3). 
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The output voltage of potential divider will be, 

R 2=V Vout in +R R1 2
                                          (1)  

If the value of R1 and R2 (Variable resistor) is equal then the output will be half of the Vcc supply and the output 
depends on the resistance value of R2.  The resistance varies as Fluctuation level changes. The output of this divider is 
given to the two-stage amplifier and its output is given to the inbuilt ADC channel of ARM Controller 
 

a. Accelerometer 
Accelerometer is an electromechanical device that will measure acceleration forces. These forces may be static, like the 
constant force of gravity pulling at your feet, or they could be dynamic - caused by moving or vibrating the 
accelerometer. The MMA7260QT low cost capacitive micro-machined accelerometer (See fig. 4) features signal 
conditioning, a 1-pole low pass filter, temperature compensation and g-Select which allows for the selection among 4 
sensitivities. 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
Fig 4: Functional Block diagram for MMA7260QT Accelerometer 

 

b. EMG Sensors 
Surface EMG is relatively easy to use as compared to other EMG electrodes. This is the reason why it is being 
extensively used in the control of robotic mechanisms to achieve prosthesis. Other kinds of EMG electrodes (needle 
and fine wire), when inserted into the skin of the subject, may effect a twitching sensation and cause him or her to make 
movements. In order to get the best results from sEMG, it is really important to have a proper understanding of the 

The device consists of two surface micro-machined capacitive sensing cells (g-cell) and a signal conditioning ASIC 
contained in a single integrated circuit package. The sensing elements are sealed hermetically at the wafer level using a 
bulk micro-machined cap wafer. The g-cell is a mechanical structure formed from semiconductor materials 
(polysilicon) using semiconductor processes (masking and etching). It can be modeled as a set of beams attached to a 
movable central mass that move between fixed beams. The movable beams can be deflected from their rest position by 
subjecting the system to acceleration. As the beams attached to the central mass move, the distance from them to the 
fixed beams on one side will increase by the same amount that the distance to the fixed beams on the other side 
decreases. The change in distance is a measure of acceleration. The g-cell beams form two back-to-back capacitors 
Figure. As the center beam moves with acceleration, the distance between the beams changes and each capacitor's value 
will change, (C = A€/D). Where A is the area of the beam, € is the dielectric constant, and D is the distance between the 
beams. This accelerometer is placed on the back of fore-arm to capture information about hand orientation and 
trajectories. 
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muscles from which the EMG signal is being extracted. The placement on skin also requires adequate study and 
requires skin preparation beforehand as well.  
 
Three electrodes are used to measure the EMG waves in which two electrodes are fixed on flexor carpi radialis, 
extensor carpi radialis longus and another one electrode is fixed as reference ground electrode. The flexor carpi radialis 
originates from the medial epicondyle of the humerus. It inserts at the proximal aspect of the second and third 
metacarpals. The extensor carpi radialis longus originates from the lateral epicondyle of the humerus and inserts at the 
proximal aspect of the second metacarpal on the dorsal aspect of the hand. This muscle lies predominantly on the 
lateral and dorsal aspect of the forearm rather than the ventral aspect like the other two muscles [21]. The signal from 
the EMG detecting surfaces is gathered with respect to a reference. An EMG reference electrode acts as a ground for 
this signal. It should be placed far from the EMG detecting surfaces, on an electrically neutral tissue. Electrode 1 and 
Electrode 2 pick up the EMG waves from the hands. Once the electrode is properly placed and the signal is extracted, 
noise plays a major role in hampering the recording of the EMG signal. For this purpose, the signal has to be properly 
filtered, even after differential amplification (See fig. 5). The noise frequencies contaminating the raw EMG signal can 
be high as well as low. Low frequency noise can be caused from amplifier DC offsets, sensor drift on skin and 
temperature fluctuations and can be removed using a high pass filter. High frequency noise can be caused from nerve 
conduction and high frequency interference from radio broadcasts, computers, cellular phones etc. and can be deleted  
using a low pass filter.     

    
Fig 5: Block diagram for EMG signal conditioning 

 
c. Sign Language 

In this project all operations were performed on American Sign Language (ASL) (See fig. 6). In the ASL manual 
alphabet, fingerspelling is used primarily for spelling out names or English terms which do not have established signs. 
The database consists of 26 ASL alphabets in which the letters j and z are dynamic gestures whereas all the others are 
static gestures. ASL signs have a number of phonemic components, including movement of the face and torso as well 
as the hands. ASL is not a form of pantomime, but iconicity does play a larger role in ASL than in spoken languages. 
When communicating with hearing English speakers, ASL-speakers often use what is commonly called Pidgin Signed 
English (PSE) or 'contact signing', a blend of English structure with ASL. A low-cost hand glove circuit developed with 
multiple sensors is used to capture the hand gestures performed by the performer. It produces the finger flexion of each 
finger, the movement and orientation of the hand and the electrical signal from the muscle activities of the hand. The 
system works online gesture recognition i.e., the real time signal from the gloves is given as an input and the system 
tells us the matched gesture. It is purely data dependent. 
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Fig 6 ASL Hand Shapes 
 

IV. GESTURE RECOGNITION ENGINE 
 

a. Feature Extraction 
The block diagram of gesture recognition engine  using multichannel EMG signal, 3-axis ACC and flex sensors is 
shown below (See fig. 7). In this study the feature vectors are extracted to develop a national system for writing signs, 
containing symbols defined by hand shape, hand location, hand movement and hand orientation. The 3-D 
accelerometer measures the rate of change of velocity along three axes (x, y, z) when hand gestures are performed. 
Some of the statistical features such as Mean value and the standard deviation (SD) of each axis are extracted. These 
simple features will be used by the following ANN classifier. The hand-shape recognition depends on finger bending 
data, which are collected from the custom glove where the term hand shape refers to the shape of the hand while 
performing the sign. For this purpose we use 5 sensors of the glove one for each of the thumb, index, middle, ring and 
little finger. Various kinds of features for the classification of the EMG have been considered in the literature [17], 
[18]. These features have included a variety of time domain, frequency-domain, and time–frequency-domain features. 
It has been shown that some successful applications can be achieved by time-domain parameters, for example, zero-
crossing rate and root mean square (RMS). The autoregressive (AR) model coefficients [19] of the EMG signals with a 
typical order of 4–6 yield good performance for myoelectric control. Many time–frequency   approaches, such as short-
time Fourier transform, discrete wavelet transform, and wavelet packet transform, have been investigated for EMG 
feature extraction. However, time–frequency-domain features require much more complicated processing than time-
domain features.  In our work the time domain features such as Mean Absolute Value (MAV) and the Root Mean 
Square (RMS) is calculated. 
The Mean Absolute Value is the average rectified value and it is calculated by taking the average of the absolute value 
of EMG signal. It represents the simple way to detect muscle contraction levels. It is calculated as 

n1
MAV = nn-1N X

                                        (2)  
                              

Where, N is the length of the signal and Xn represents the EMG signal in a segment.  
The RMS value is represented as amplitude modulated Gaussian random process whose RMS is related to the constant 
force and non-fatiguing contraction. It can be expressed as 
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N1 2
RMS = xnn-1N


                                         (3)

 

Where, N is the length of the signal and xn represents the EMG signal in a segment. 
 

 
 

Fig 7: Block Diagram for Feature Extraction and Classification 
 

b. Artificial Neural Network Model 
A back propagation algorithm is used for training the ANN model. The basic structure and formulation of back 
propagation is summarized here. Training a neural network involves computing weights so as to get an output response 
to the input within an error limit. The input and target vectors make up a training pair. The back propagation algorithm 
includes the following steps [20]: 
(1) Select the first training pair and apply the input vector to the net, 
(2) Calculate the net output, 
(3) Compare the actual output with the corresponding target and find the error, 
(4) Modify the weights so as to reduce the error. 
These steps are repeated until the error is within the accepted limits. In Step 2, the output sets for test inputs are 
calculated. If they are the same as the expected sets within an error range, then it is considered that the net has learned 
the problem, and the final weights are stored so that they can be reused when needed. The developed ANN has a multi-
layer feed forward structure (See fig. 8).  

 
Fig 8: Multi-Layer Feed Forward Network Structure 
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The variable definitions are given as follows: L=0: input layer; L=1: hidden layer; L=2: output layer; W1,ji: weight 
matrix between the input layer and the hidden layer; W2,tj: weight matrix between the hidden and the output layer; 
B1,j: bias values of hidden neurons; B2,t: bias values of output neurons.  
Eq. (2) gives the output of the hidden layer: 

n
= +y w I Bi 1,j1,jiNET1,j i=1

= [Y ], j = 1, 2, ....., m.y f NET1, jj1, j



                          (4)

  

Eq. (3) gives the output of the output layer: 

 

m
= +y  yw B2,t2,tjNET2,t 1, jj=1

= [Y ], t = 1, 2, ....., k.y f NET2,tt2,t



                            (5)

 

 
The activation function is 

1
f[Y ] = -yNET NET1 - e               

(6)

 

In the sign created with both hands, the right hand is often more active than the left hand. Along with the hand the 
speakers also support their sign with the head, eyes and facial expressions. In this paper, the right hand words only are 
studied (See Fig. 6). A multi-layer ANN is designed to recognize a set of ASL alphabets. In this study the 26 ASL 
alphabets are considered for demonstration though it is flexible for any number of words. The speaker’s signing with 
the hand position and finger bending is digitized. The digitized values are shown in the table. 1. The extracted feature 
vectors of ASL alphabets are provided as input to the network.  
Table 1: Digital Levels for Fingers and Accelerometer Axes Outputs 

 Thumb Index Middle Ring Pinky X-
Axis 

Y-
Axis 

Z-
Axis 

A 65 67 47 66 58 142 116 147 
B 88 86 88 99 87 145 114 143 
C 84 81 78 93 83 150 123 119 
D 75 85 73 85 69 146 109 127 
E 62 71 57 73 57 145 115 140 
F 81 75 84 98 86 143 111 141 
G 72 84 85 74 66 134 100 129 
H 84 86 88 91 75 128 99 133 
I 77 76 70 86 87 150 120 138 
J 73 77 71 87 87 145 109 136 
K 87 84 88 85 71 138 105 140 
L 82 85 52 76 63 146 117 144 
M 79 76 51 81 68 146 118 143 
N 63 74 50 79 68 145 121 144 
O 38 81 62 93 79 141 113 147 
P 60 85 80 90 75 123 120 106 
Q 80 79 66 77 70 119 118 107 
R 89 86 85 88 71 148 114 134 
S 44 53 49 74 66 147 112 137 
T 61 66 45 74 67 147 114 142 
U 60 83 88 84 73 147 115 140 
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V 58 84 88 87 74 147 114 137 
W 63 85 88 100 74 147 111 135 
X 47 68 48 72 68 147 111 136 
Y 68 70 65 89 88 147 111 136 
Z 83 81 69 81 68 149 115 127 

 
For every ASL sign, we use a total of 45 features which are extracted from five different signers: 25 for hand shape, 10 
for hand movement (x, y, z) and 10 for EMG feature sequences which differentiates subtle finger configurations. The 
system is designed to recognize a single word as a whole at one time.  A Levenberg–Marquardt back propagation 
algorithm is used for training. The ANN is trained and tested for two different data sets, single-user data and multi user 
data. The output file consists of 26 outputs, each representing one word or expression. The training set of alphabets, 
which can be signed with the right hand is selected from an ASL dictionary. 
 

V. TEST RESULTS 
 

The ASL recognition systems developed is tested with two types of data sets, one with single-user data and the other 
with multi-user data. In both tests, the ASL recognition system trained with five samples of data with 26 alphabets. At 
the testing stage, real-time data were used. In total, 130 ASL signs (5 *26) in the training set were used for the test. 
Both the single-user model and the multiple-user model were tested in two different ways, sequentially and randomly. 
Sequential testing results were better than random testing results. Test results show that the recognition accuracy of the 
system is about >95 %. The hardware snapshot of the ASL recognition system is shown below (See Fig. 9). 
 

 
Fig 9: Hardware Snapshot of Hand- Talk System 

 
VI. CONCLUSION 

 
Deaf people rely on sign language interpreters for communication. However, they cannot depend on interpreters in 
everyday life mainly due to high costs and difficulty in finding and scheduling qualified interpreters. This system will 
help them in improving their quality of life significantly. The goal of this project is to design a useful and fully 
functional real-world product that efficiently translates the movement of the fingers for the fingerspelling of American 
Sign Language (ASL). Our motivation is to help deaf people communicate more easily. The Hand Talk system also 
teaches people to learn the ASL and it uses a glove to recognize the hand positions and outputs the ASL onto a display. 
The data are collected from the sensory glove and some local features were extracted for every ASL word. Neural 
networks were used to classify these feature vectors. The system was trained and tested for single and multiple users for 
a vocabulary of 26 ASL words. The proposed method can also be extended to recognize any number words without 
modifying the system, just requiring a further training of the network. This system can be further extended by adding a 
speech recognition system which could enable a reliable communication between the Hard of Hearing and the Visually-
Impaired people 
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