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ABSTRACT: Image Fusion is a process of combining images from different sensors in order to get a single image having relevant information from all the sensors. Fuzzy logic based image fusion is introduced in order to incorporate uncertainty to the fusion logic since pixel calculation of the input image is not that certain and crisp. Recently studies are going on in Type-2 Fuzzy sets which can handle higher levels of uncertainties. Image Fusion algorithms using different types of Type-2 FLS are developed and tested. It was observed that type-2 FLSs gives better values of Fusion quality performance metrics than Type-1 FLS. Among Type-2 FLSs, Type-2 Sugeno outperformed Mamdani. In Type-2 Mamdani FLSs, Type-2 Non-singleton type-2 Mamdani FLS was showing good results than the other two.
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1. INTRODUCTION

Image Fusion is a process of combining images from different sensors in order to get a single image having relevant information from all the sensors. Pixel Level image fusion is a fusion method in which Fusion is done pixel by pixel on input images. Different image Fusion techniques have been discussed in many literatures such as weighted Average, High Pass Filter (HPF), Intensity Hue Saturation (IHS), Principal Component Analysis (PCA), Pyramid Based Decomposition, Discrete Cosine Transform(DCT), Discrete Wavelet Transform (DWT), Stationary Wavelet Transform (SWT), Fuzzy logic etc [1].

In [2], an image fusion technique using DCT is introduced and image fusion quality is analyzed. In DCT only spatial correlation of the pixels inside the single 2-D block is considered and the correlation from the pixels of the neighboring blocks is neglected, and it is impossible to completely decorrelate the blocks at their boundaries using it. DWT based image fusion has the advantage of multi scale and multi resolution. Because of their inherent multi-resolution nature, wavelet coding schemes are especially suitable for applications where scalability and tolerable degradation are important. Also, it allows good localization both in time and spatial frequency domain. In [3] an image fusion technique using DWT and PCA is introduced and different image fusion techniques are compared using performance evaluation metrics. SWT based image fusion is discussed in [4], in which the translational variance of DWT has been eliminated and there by fusion quality is increased.

Real time systems have high levels of linguistic and numerical uncertainties. With the invention of fuzzy logic by Professor Lotfi Zadeh in 1965, it is treated as the adequate methodology for treating uncertainties and imprecision in real time systems. Fuzzy logic based image fusion is introduced in order to incorporate uncertainty to the fusion logic since pixel calculation of the input image is not that certain and crisp [5]. In fuzzy based image fusion imprecision of image fusion algorithm is also taken into consideration. By proper tuning of membership function and proper formulation of rule base, good quality image fusion results can be obtained [6][7]. The advantages of both SWT and Fuzzy algorithms are incorporated together for image fusion to get high quality image fusion results [8]. FLSs using type-1 fuzzy sets are considered as the first generation fuzzy sets. Recently studies are going on in Type-2 Fuzzy sets which can handle higher levels of uncertainties [9][10].

This paper is to apply Type-2 Fuzzy logic in image fusion. In the paper different types of Type-2 Fuzzy systems are implemented for image fusion and fusion quality is compared based of Fusion quality Performance Metrics [3]. A software tool for Type-2 Fuzzy logic system has been developed in [11]. This software tool is used in Matlab for...
the implementation of image fusion algorithm. The prerequisite of image fusion is image registration. In this paper, it is assumed that input images are registered.

II. TYPE-2 FUZZY LOGIC

Type-2 fuzzy system proponents argue that Type-1 fuzzy systems are too crisp. This is because the membership function edges are crisp even if they are uncertain. The main difference between type-1 and type-2 fuzzy sets lies in the creation of their membership functions. There lie some uncertainties in how to define the edges of membership function. The term for this area is “Footprint of Uncertainty,” or FOU. If the domain of interest is not well understood, it is difficult to model the data. By fuzzifying the edges of the membership functions, the FOU can be modeled. Interval Type-2 fuzzy logic System (IT2FLS), a special case of type-2 fuzzy systems are used to handle the data with high levels of uncertainties.

An IT2FLS $A$ with its membership function $\mu_A(x,u)$ can be defined as:

$$A = \int_{x \in X} \int_{u \in U} \mu_A(x,u) (x,u)$$

(1)

Where, $x \in X$ is the primary variable and $u \in U$ is the secondary variable (which has values in between 0 and 1). An IT2FLS can be pictorially represented as in [9].

![Fig.1 Pictorial Representation of IT2FLS](image)

In Fig.1, it is seen that the membership grade for each value of $x$ is an interval unlike that of a Type-1 fuzzy set in which membership grade for each value of $x$ is a number. So the membership function (MF) is bounded with two Type-1 Fuzzy sets $\tilde{X}$ (upper MF) and $X$ (lower MF). And the region between $\tilde{X}$ and $X$ is called FOU. A Fuzzy Inference System (FIS) using Interval Type-2 Fuzzy sets is called as Interval Type-2 Fuzzy Inference System (IT2FIS). The schematic diagram of IT2FIS used for image fusion is shown in Fig. 2.

![Fig.2 Schematic diagram of IT2FIS used for image fusion](image)

The major difference between the Type-2 FIS from Type-1 is at least one of the fuzzy system in the rule base is Type-2. So the output of the inference engine will be Type-2 and thus a type reducer is needed to convert the type-2 inference output to type-1. Then it is undergone defuzzification to get the crisp set. This is the case of Type-2 Mamdani FIS. In Sugeno FIS the output of inference engine is Type-1 and hence type reducer is not needed. Different stages in IT2FIS for image fusion are:
In this paper, the linguistic variables are chosen based on the pixel value, which indicates level of brightness. So the linguistic variables are selected as VH (Very High), H (High), M (Medium), L (Low) and VL (Very Low). Rules are formulated according to Table-1.

Table I- Rule Table and Fusion Rules Used In Fuzzy Logic For 3 & 5 Membership Functions

<table>
<thead>
<tr>
<th>Three membership functions</th>
<th>Five membership functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rule table:</td>
<td>Rule table:</td>
</tr>
<tr>
<td>Input 1</td>
<td>Input 2</td>
</tr>
<tr>
<td>L</td>
<td>M</td>
</tr>
<tr>
<td>M</td>
<td>L</td>
</tr>
<tr>
<td>H</td>
<td>M</td>
</tr>
</tbody>
</table>

Type-2 Fuzzy logic systems can be classified according to Fig. 3.

Fig.3. Classification of Type-2 Fuzzy logic system
I. Type-2 Mamdani FLS

Both Mamdani and Sugeno kind of FLS s are characterized by If...Then rules. In a Mamdani FLS, the consequents of its rules are fuzzy sets. Type-2 Mamdani rules gives type-2 fuzzy sets as its consequents. The rule formulation is same for all types of Type-2 Mamdani FLs. The difference comes in the type of fuzzification. The classification is done according to the type of fuzzifier used [12].

A. Singleton FLS

In a singleton FLS, the fuzzifier maps crisp inputs \( x = (x_1, x_2 \ldots, x_p) \) into a singleton type-2 fuzzy set as shown in Fig.4:

![Fig.4. Singleton Type-2 Fuzzy sets](image)

B. Non singleton FLS

In non singleton Fuzzy sets, inputs are modeled as fuzzy numbers. A type-2 FLS whose inputs are modeled as Type-1 fuzzy numbers is called as Type-1 Non singleton type-2 fuzzy FLS (as shown in fig. 5). Where as a type-2 FLS whose inputs are modeled as Type-2 fuzzy numbers is called as Type-2 Non Singleton type-2 FLS (as shown in Fig.6).

![Fig.5 Type-1 Non Singleton Type-2 FLS](image)  
![Fig.6 Type-2 Non Singleton Type-2 FLS](image)

In Figs. 4-6, \( x = (x_1, x_2 \ldots, x_p) \) shows the inputs and \( f \) & \( \tilde{f} \) show the fuzzified inputs.

II. Type-2 Sugeno FLS

The difference from Sugeno from Mamdani is, the consequent of a Mamdani rule is a fuzzy set whereas that of a Sugeno rule is a function. In a Type-2 Sugeno FLS, the output of inference engine is a type-1 fuzzy set (because it is a linear combination of type-1 fuzzy sets). Thus for a Type-2 Sugeno FLS, there is no need of type reduction just like there is no need of defuzzification in Type-1 Sugeno FLS.

The algorithm used for image fusion is as follows:

1. **Step 1:** Read input images \( (I_1, I_2) \) to be fused and covert them to column vector.
2. **Step 2:** Form a Matlab 'fis' file with two inputs and decide type (Type-2 Singleton Mamdani/Type-1 Non Singleton Type-2 Mamdani/Type-2 Non Singleton Type-2 Mamdani/Type-2 Sugeno) and number of membership functions for input images and output image.
3. **Step 3:** Formulate rules according to which output fuzzy sets are obtained from input fuzzy sets.
Step 4: According to the rule base, inference is done to get a inferred type-2 fuzzy set for each rule. Aggregate it to get the output Type-2 fuzzy set.

Step 5: Do type reduction to get a type-1 output fuzzy set from the type-2 fuzzy set.
Step 4: Defuzzify the output type-1 fuzzy set to get crisp output and convert the column form to matrix form to get fused image $I_f$.

In this paper, image fusion is implemented using all the above mentioned FLS types and comparison is made based upon Performance Evaluation metrics. The performance evaluation metrics used for comparison in this paper is discussed in next section.

III. QUALITY EVALUATION METRICS USED FOR IMAGE FUSION

The quality of fused images obtained from algorithms using different types of Type-2 FLSs are compared using Fusion Quality Performance Evaluation Metrics. Some performance metrics uses a reference image for calculation and others not. Evaluation metrics are calculated for all algorithms and compared to find out the best algorithm [3].

A. With Reference Image

For datasets having reference image, fusion quality could be evaluated using the following evaluation metrics:

1. Root Mean Square Error (RMSE)

RMSE is computed as the root mean square error of the corresponding pixels in the reference image $I_r$ and the fused image $I_f$. The RMSE between a reference image and the fused image is given by:

$$RMSE = \sqrt{\frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} (I_r(i, j) - I_f(i, j))^2}$$  \hspace{1cm} (2)

Where $I_f(i, j)$ and $I_r(i, j)$ are the gray value of fused image and reference image respectively at index $(i, j)$. For better quality images, the root mean square error should be less.

2. Peak Signal to Noise Ratio (PSNR)

Peak signal to noise ratio (PSNR) value will be high when the fused and the ground truth images are comparable. Higher value implies better fusion. PSNR can be calculated as:

$$PSNR = 20 \log_{10} \left( \frac{L^2}{RMSE} \right)$$  \hspace{1cm} (3)

Where, $RMSE$ is the root mean square error and $L$ is the number of gray levels in the image.

3. Relative dimensionless global error in synthesis (ERGAS)

Relative dimensionless global error in synthesis (ERGAS) calculates the amount of spectral distortion in the image it is given by:

$$ERGAS = 100 \frac{h}{l} \sqrt{\frac{1}{B} \sum_{b=1}^{B} \left( \frac{RMSE(b)}{m(b)} \right)^2}$$  \hspace{1cm} (4)

Where, $\frac{h}{l}$ is the resolution ratio, $m(b)$ is the mean of $b^{th}$ band and $B$ is the number of bands.
4. **Structural Content (SC)**

Structural content can be calculated by using the equation:

\[
SC = \frac{\sum_{i=1}^{M} \sum_{j=1}^{N} I_f(i,j)}{\sum_{i=1}^{M} \sum_{j=1}^{N} I_r(i,j)}
\]  

(5)

Structural content should be 1 for fused image identical to the reference image.

5. **Percentage Fit Error (PFE)**

It is calculated as the ratio of the norm of the difference between the corresponding pixels of reference and fused images to the norm of the reference image. This will be zero when both reference and fused images are exactly alike and it will increase as the fused image deviate from the reference image. It is given by:

\[
PFE = \frac{\text{norm}(I_r - I_f)}{\text{norm}(I_r)}
\]  

(6)

6. **Universal Quality Index (UQI)**

It is mathematically defined by modelling the image distortion relative to the reference image. The range of this metric is -1 to 1 and the best value 1 would be achieved if and only if reference and fused images are alike. Mathematical expression for UQI is given by

\[
UQI = \frac{4\sigma_{I,I}}{(\sigma_I^2 + \sigma_f^2)(\mu_I + \mu_f)}
\]  

(7)

Where, \( \mu_I = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} I_r(i,j) \), \( \mu_f = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} I_f(i,j) \), \( \sigma_I^2 = \frac{1}{MN-1} \sum_{i=1}^{M} \sum_{j=1}^{N} (I_r(i,j) - \mu_I)^2 \), and \( \sigma_f^2 = \frac{1}{MN-1} \sum_{i=1}^{M} \sum_{j=1}^{N} (I_f(i,j) - \mu_f)^2 \), \( \sigma_{I,I} = \frac{1}{MN-1} \sum_{i=1}^{M} \sum_{j=1}^{N} (I_r(i,j) - \mu_I)(I_f(i,j) - \mu_f) \).

7. **Correlation (CORR)**

This metric shows the correlation between reference image and fused image. It has an ideal value 1, which indicates fused image is identical to reference image and the value decreases as the difference between fused and reference image increases. Its expression is given by:

\[
CORR = \frac{2C_f}{C_r + C_f}
\]  

(8)

Where, \( C_r = \sum_{i=1}^{M} \sum_{j=1}^{N} (I_r(i,j))^2 \), \( C_f = \sum_{i=1}^{M} \sum_{j=1}^{N} (I_f(i,j))^2 \), \( C_{rf} = \sum_{i=1}^{M} \sum_{j=1}^{N} (I_r(i,j))(I_f(i,j)) \), and \( C_{ff} = \sum_{i=1}^{M} \sum_{j=1}^{N} (I_f(i,j))^2 \).

8. **Error Image (EI)**

The error image is computed as the difference between corresponding pixels of reference and fused image. Image of better fusion quality would have less error and an ideal fusion results in a complete black error image.

\[
EI = I_r - I_f
\]  

(9)
B. Without Reference Image

Evaluation metrics that are used for datasets without reference image are:

1. **Entropy (H)**

   Entropy is used to measure the information content of an image. Entropy is sensitive to noise and other unwanted rapid fluctuations. An image with high information content would have high entropy. Entropy is defined as:

   \[
   H = -\sum (p \times \log_2 (p))
   \]  

   Where, \( p \) contains the histogram counts returned from the Matlab function ‘imhist’.

2. **Standard Deviation (SD)**

   It is known that standard deviation is composed of the signal and noise parts. This metric would be more efficient in the absence of noise. It measures the contrast in the fused image. An image with high contrast would have a high standard deviation. SD is given by:

   \[
   SD = \sqrt{\frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} (I_f(i, j) - m)^2}
   \]  

   Where, \( MXN \) is the size of the image. The mean \( m \) is the mean pixel value of the fused image.

3. **Spatial Frequency (SF)**

   This frequency in spatial domain indicates the overall activity level in the fused image. Image with high spatial frequency offers better quality. It can be calculated as:

   **Row Frequency (RF):**

   \[
   RF = \sqrt{\frac{1}{MN} \sum_{i=1}^{M} \sum_{j=0}^{N-1} (I_f(i, j) - I_f(i, j - 1))^2}
   \]  

   **Column Frequency (CF):**

   \[
   CF = \sqrt{\frac{1}{MN} \sum_{j=1}^{N} \sum_{i=0}^{M-1} (I_f(i, j) - I_f(i - 1, j))^2}
   \]  

   **Spatial Frequency (SF):**

   \[
   SF = \sqrt{RF^2 + CF^2}
   \]

4. **Cross Entropy (CE)**

   Cross-entropy evaluates the similarity in information content between input images (\( I_1 \) & \( I_2 \)) and fused image. Better fusion result would have low cross entropy. Cross entropy can be calculated as:

   \[
   CE(I_1, I_2; I_f) = \frac{CE(I_1; I_f) + CE(I_2; I_f)}{2}
   \]  

   Where, \( CE(I_1; I_f) = \text{sum} \left( p_{i_1} \times \log_2 \left( \frac{p_{i_1}}{p_{i_1}} \right) \right) \)

   \[
   CE(I_2; I_f) = \text{sum} \left( p_{i_2} \times \log_2 \left( \frac{p_{i_2}}{p_{i_2}} \right) \right) \]

   \( p_i \) is the normalized histogram of the image I.
5. **Fusion Factor (FF)**

Fusion factor of two input images \((I_1 \& I_2)\) and fused image \((I_f)\) is given by:

\[
FF = I_{1f} + I_{2f}
\]

Where,
\[
I_{1f} = \sum \left( P_{1i1f} \log \frac{P_{1i1f}}{P_{1i1}P_{1f}} \right)
\]

\[
I_{2f} = \sum \left( P_{2i1f} \log \frac{P_{2i1f}}{P_{2i1}P_{1f}} \right)
\]

\(P_{1i1f}\) and \(P_{2i1f}\) are the probability density functions in the individual images and \(P_{1i1}\) is the joint probability density function.

A higher value of FF indicates that the fused image contains moderately good amount of information present in both the images. However, a high value of FF does not imply that the information from both images is symmetrically fused.

6. **Fusion Symmetry (FS)**

Fusion symmetry is an indication of the degree of symmetry in the information content from both the images. It is given by:

\[
FS = \text{abs} \left( \frac{I_{1f}}{I_{1f} + I_{2f}} - 0.5 \right)
\]

The quality of fusion technique depends on the degree of Fusion symmetry. Since FS is the symmetry factor, when the sensors are of good quality, FS should be as low as possible so that the fused image derives features from both input images.

7. **Fusion Quality Index (FQI)**

Fusion Quality Index is given by:

\[
FQI = \text{sum} \left( c(w) \lambda(w) QI(I_1, I_f \mid w) + (1 - \lambda(w)) QI(I_1, I_f \mid w) \right)
\]

Where, \(\lambda(w) = \frac{\sigma_i^2}{\sigma_i^2 + \sigma_{i1}^2}\) computed over a window; \(c(w) = \text{max} (\sigma_i^2, \sigma_{i1}^2)\) over a window & \(QI(I_1, I_f \mid w)\) is the quality index over a window for a given source image and fused image.

The range of this metric is 0 to 1. One indicates the fused image contains all the information from the source images. FQI of a better fusion would have maximum value in between 0 & 1.

### IV. RESULTS AND DISCUSSIONS

Image fusion algorithms using different types of Type-2 FLs described in section II are implemented on 2 datasets in Matlab. For developing type-2 ‘fis’ file in Matlab, software tool mentioned in [11] is used. For evaluating a type-2 ‘fis’ file, a Matlab code was developed in [13]. An image set consisting CSIR-NAL indigenously developed SARAS images is used for testing different algorithms. The input images \((I_1 \& I_2)\) are obtained by blurring the true image (reference image \(I_r\)) as shown in Figs 7 and 8. The comparison of different algorithms is done using the fusion quality performance evaluation metrics described in section-III.
Image fusion algorithms using different type of type-2 fuzzy sets are done on Dataset-1. Results of each algorithm are discussed in following sub sections. Here the ‘fis’ parameters taken for all the methods are as following:

- And Method: 'min'
- Or Method: 'max'
- Type Reduction Method: 'center of sets'
- Defuzzification Method: 'centroid'
- Implication Method: 'prod'
- Aggregation Method: 'max'
- Membership Function Type: 'Gaussian'
- No: of Membership Functions: 5
- No: of Rules: 25 (According to Table-1)

i. Type-2 Singleton Mamdani

   As explained before the input set of Type-2 Singleton Mamdani is a singleton set. So here the algorithm is tested for different FOU (uncertainty width) of the membership functions. The performance metrics obtained for different FOUs are tabulated in Table-2 & 3.
Here execution time is so large for all types because all the programs are written in Matlab. If the evaluation code can be written in C/C++, the execution time can be reduced to a great extend. So here execution time is not taking as an evaluation metric. The bold digits show the best values of performance metrics. From the Table-2 and 3 it is observed that Type-2 is giving better fusion results than Type-1 (with FOU=0). The fusion quality is the best for a FOU of 0.05 which is in between 0 and 0.1. Thus it is observed that Type-2 singleton Mamdani FLS is suitable for systems which have a medium uncertainty level. Image fusion quality decreases with the increase and decrease of FOU from 0.05.

### ii. Type-1 Non-Singleton Type-2 Mamdani

In this type of FLS, the inputs are modeled as Type-1 Fuzzy sets. In this case, for a ‘fis’ structure having particular parameter set, the fusion quality depends on FOU and the Standard deviation of input fuzzy set. Performance metrics are calculated for each case and tabulated in Tables 4 and 5.

<table>
<thead>
<tr>
<th>Input SD</th>
<th>FOU</th>
<th>Performance Evaluation Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.025</td>
<td>0 (Type-1)</td>
<td>0.033</td>
</tr>
<tr>
<td></td>
<td>0.025</td>
<td>0.033</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td>0.075</td>
<td>0.030</td>
</tr>
<tr>
<td>0.05</td>
<td>0 (Type-1)</td>
<td>0.028</td>
</tr>
<tr>
<td></td>
<td>0.025</td>
<td>0.028</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td><strong>0.025</strong></td>
</tr>
<tr>
<td></td>
<td>0.075</td>
<td>0.031</td>
</tr>
<tr>
<td>0.05</td>
<td>0 (Type-1)</td>
<td>0.033</td>
</tr>
<tr>
<td></td>
<td>0.025</td>
<td>0.033</td>
</tr>
</tbody>
</table>

Here execution time is so large for all types because all the programs are written in Matlab. If the evaluation code can be written in C/C++, the execution time can be reduced to a great extend. So here execution time is not taking as an evaluation metric. The bold digits show the best values of performance metrics. From the Table-2 and 3 it is observed that Type-2 is giving better fusion results than Type-1 (with FOU=0). The fusion quality is the best for a FOU of 0.05 which is in between 0 and 0.1. Thus it is observed that Type-2 singleton Mamdani FLS is suitable for systems which have a medium uncertainty level. Image fusion quality decreases with the increase and decrease of FOU from 0.05.

### ii. Type-1 Non-Singleton Type-2 Mamdani

In this type of FLS, the inputs are modeled as Type-1 Fuzzy sets. In this case, for a ‘fis’ structure having particular parameter set, the fusion quality depends on FOU and the Standard deviation of input fuzzy set. Performance metrics are calculated for each case and tabulated in Tables 4 and 5.

<table>
<thead>
<tr>
<th>Input SD</th>
<th>FOU</th>
<th>Performance Evaluation Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.025</td>
<td>0 (Type-1)</td>
<td>0.033</td>
</tr>
<tr>
<td></td>
<td>0.025</td>
<td>0.033</td>
</tr>
<tr>
<td>0.05</td>
<td>0 (Type-1)</td>
<td>0.033</td>
</tr>
<tr>
<td></td>
<td>0.025</td>
<td>0.033</td>
</tr>
</tbody>
</table>
Table-5 Performance Evaluation Metrics for Different FOUs and Input SDs of type-1 Non-Singleton Type-2 Mamdani without reference image

<table>
<thead>
<tr>
<th>Input SD</th>
<th>FOU</th>
<th>Performance Evaluation Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>H</td>
</tr>
<tr>
<td>0.025</td>
<td>0 (Type-1)</td>
<td>1.302</td>
</tr>
<tr>
<td></td>
<td>0.025</td>
<td>1.296</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>1.377</td>
</tr>
<tr>
<td></td>
<td>0.075</td>
<td>1.376</td>
</tr>
<tr>
<td>0.05</td>
<td>0 (Type-1)</td>
<td>1.333</td>
</tr>
<tr>
<td></td>
<td>0.025</td>
<td>1.333</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>1.399</td>
</tr>
<tr>
<td></td>
<td>0.075</td>
<td>1.399</td>
</tr>
<tr>
<td>0.75</td>
<td>0 (Type-1)</td>
<td>1.299</td>
</tr>
<tr>
<td></td>
<td>0.025</td>
<td>1.299</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>1.311</td>
</tr>
<tr>
<td></td>
<td>0.075</td>
<td>1.286</td>
</tr>
</tbody>
</table>

Table-6 Performance Evaluation Metrics for Different MF FOUs and Input FOUs of type-2 Non-Singleton Type-2 Mamdani with reference image

<table>
<thead>
<tr>
<th>Input FOU</th>
<th>MF FOU</th>
<th>Performance Evaluation Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
</tr>
<tr>
<td>0.025</td>
<td>0 (Type-1)</td>
<td>0.028</td>
</tr>
<tr>
<td></td>
<td>0.025</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td>0.075</td>
<td>0.026</td>
</tr>
<tr>
<td>0.05</td>
<td>0 (Type-1)</td>
<td>0.031</td>
</tr>
<tr>
<td></td>
<td>0.025</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>0.022</td>
</tr>
<tr>
<td></td>
<td>0.075</td>
<td>0.031</td>
</tr>
</tbody>
</table>

From Tables 4 and 5 it is observed that for a fixed input SD, Fusion quality increases as FOU increases till 0.05 and then decreases. Also from Tables 2-5, it is observed that fusion quality is better for Type-1 Non-Singleton type-2 FLS than type-2 singleton FLS. It is also observed that increase in SD also result in increase in Fusion quality till SD is 0.05 and then decreases. So in the case of Type-1 Non-singleton type-2 FLS, it is observed that an FLS with input SD 0.05 and membership FOU 0.05 gives the best fusion result.

iii. Type-2 Non-Singleton type-2 Mamdani

In this type of FLS, the inputs are modeled as Type-2 Fuzzy sets. In this case, for a ‘fis’ structure having particular parameter set, the fusion quality depends on FOU of the membership function and FOU of input fuzzy set. Performance metrics are calculated for each case and tabulated in Tables 6 and 7.
Table-7 Performance Evaluation Metrics for Different MF FOUs and Input FOUs of type-2 Non-Singleton Type-2 Mamdani without reference image

<table>
<thead>
<tr>
<th>Input FOU</th>
<th>MF FOU</th>
<th>Performance Evaluation Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>H</td>
</tr>
<tr>
<td></td>
<td>0 (Type-1)</td>
<td>0.031</td>
</tr>
<tr>
<td></td>
<td>0.025</td>
<td>0.030</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>0.029</td>
</tr>
<tr>
<td></td>
<td>0.075</td>
<td>0.032</td>
</tr>
</tbody>
</table>

Table-8 Performance Evaluation Metrics for Different FOUs of type-2 Sugeno with reference image for Dataset-1

<table>
<thead>
<tr>
<th>FOU</th>
<th>Performance Evaluation Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
</tr>
<tr>
<td>0 (Type-1)</td>
<td>0.031</td>
</tr>
<tr>
<td>0.025</td>
<td>0.029</td>
</tr>
<tr>
<td>0.05</td>
<td>0.024</td>
</tr>
<tr>
<td>0.075</td>
<td>0.033</td>
</tr>
</tbody>
</table>

From Tables 6 and 7 it is observed that for a fixed input FOU, Fusion quality increases as FOU increases till 0.05 and then decreases. Also from Tables 2-7, it is observed that fusion quality is better for Type-2 Non-singleton type-2 FLS than type-2 singleton FLS and Type-1 Non-singleton type-2 FLS. It is also observed that increase in SD also result in increase in Fusion quality till SD is 0.05 and then decreases. So in the case of Type-2 Non-singleton type-2 FLS, it is observed that an FLS with input FOU 0.05 and membership FOU 0.05 gives the best fusion result.

iv. Type-2 Sugeno FLS
In a Type-2 Sugeno FLS, the output of inference engine is a type-1 fuzzy set (because it is a linear combination of type-1 fuzzy sets). Thus for a Type-2 Sugeno FLS, there is no need of type reduction just like there is no need of defuzzification in Type-1 Sugeno FLS. So time needed for type-2 Sugeno FLS will be less than that of Mamdani. Here the image fusion algorithm using type-2 Sugeno FLS is tested for different FOU (uncertainty width) of the membership functions for Dataset-1. The performance metrics obtained for different FOUs are tabulated in Table-8& 9.
Table 9 Performance Evaluation Metrics for Different FOUs of type-2 Sugeno without reference image for Dataset-1

<table>
<thead>
<tr>
<th>FOU</th>
<th>Performance Evaluation Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>H</td>
</tr>
<tr>
<td>0 (Type-1)</td>
<td>1.512</td>
</tr>
<tr>
<td>0.025</td>
<td>1.623</td>
</tr>
<tr>
<td>0.05</td>
<td>1.816</td>
</tr>
<tr>
<td>0.075</td>
<td>1.714</td>
</tr>
</tbody>
</table>

Fig. 10 Fused images using Type-2 singleton Mamdani, type-1 non-singleton type-2 Mamdani, type-2 non-singleton type-2 Mamdani and Type-2 Sugeno respectively for dataset-1

From the Table 8 and 9 it is observed that Type-2 is giving better fusion results than Type-1 (with FOU=0). The fusion quality is the best for a FOU of 0.05 which is in between 0 and 0.1 in case of Sugeno also. From Tables 2-9, it is observed that Type-2 Sugeno gives better result than Mamdani. And in Type-2 Mamdani, Type-2 non-singleton type-2 Mamdani outperforms the other two. The fused and error images with best parameters of all FLSs are shown in Figs 9 and 10.

Fig. 10 Error images using Type-2 singleton Mamdani, type-1 non-singleton type-2 Mamdani, type-2 non-singleton type-2 Mamdani and Type-2 Sugeno respectively for dataset-1
V. CONCLUSION

Image Fusion algorithms using different types of Type-2 FLSs are developed and tested. It was observed that Type-2 FLSs gives better values of Fusion quality performance metrics than Type-1 FLS. Among Type-2 FLSs, Type-2 Sugeno outperformed Mamdani. In Type-2 Mamdani FLSs, Type-2 Non-singleton type-2 Mamdani FLS was showing good results than the other two.
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