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Abstract: Segmentation is nothing but making the part of image or any object. Pattern recognition and image analysis 

are the initial steps of image segmentation. These segmented regions are classified on the basis of a variety of features 

derived from the classical Gestalt cues, including contour, texture, brightness and good continuation. Image 

segmentation is most of judging or analyzing function in image processing and analysis. Image segmentation refers to 

partition of an image into different regions that are homogeneous or similar and inhomogeneous in some 

characteristics. In a preprocessing stage an image is oversegmented into superpixels by normalized cut algorithm. 

Using the different algorithms the current methodologies of image segmentation is reviewed so that user interaction is 

possible for images. Methods of image analysis belong to a general interdisciplinary area of multidimensional signal 

processing. 

 
Keywords: Classification, Image, Oversegmented, Pixels, Preprocessing, Segmentation 

 

I. INTRODUCTION 

Many researchers have studied the image segmentation in the 80's mainly, then, this area has been neglected at the 

expense of intensity images due to their easy acquisition. During the past decade, with the influx of 3D geometric 

representations and their complex geometric representations, a different interest was focused on image segmentation 

and classification [6]. Image segmentation in general is defined as a process of partitioning an image into homogeneous 

groups such that each region is homogeneous but the union of no two adjacent regions is homogeneous. Efficient image 

segmentation is one of the most critical tasks in automatic image processing. We formulate the computational problem 

of segmentation as a classification between “good” segmentations and “bad” segmentations.  How do we distinguish 

good segmentations from bad segmentations? The criterion of”good” segmentation is not easily defined because it is 

subjective by nature [5]. Classical Gestalt theory has developed various principles of grouping such as proximity, 

similarity and good continuation. The principle of good continuation states that a good segmentation should have 

smooth boundaries. The principle of similarity is twofold: 

1. Intra-region similarity: the elements in a region are similar. This includes similar brightness, similar texture, and low 

contour energy inside the region; 

2. Inter-region (dis)similarity: the elements in different regions are dissimilar. This in turn includes dissimilar 

brightness, dissimilar texture, and high contour energy on region boundaries [1,2]. 

Image  segmentation  is  the  most  critical  functions  in  image  analysis  and  processing. Fundamentally  

segmentation  results  affect  all  the  subsequent  processes  of  image  analysis  such  as  object representation and 

description. Medical images play vital role in assisting health care providers to access patients for diagnosis and 

treatment. Studying  medical  images  depends  mainly  on  the  visual  interpretation  of  the  radiologists. This visual 

interpretation involves the use of several image segmentation and classifications techniques.[18] 

The outline of the paper is as follows. 

In 2 we introduce a preprocessing stage which organizes an image into ''superpixels”. Section 3 describes 

categorization of segmentation techniques. In 4, we define a set of features for segments, including Gestalt cues of 

contour, texture, brightness and good continuation. Based on this model for segments, in 5 problem of finding the best 

segmentation is discussed. space of segmentations. The experimental results are discussed in 6 and 7 concludes the 

paper. 
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II. OVERSEGMENTATION AS PREPROCESSING 

In this section we present a preprocessing stage to group pixels into “superpixels”. The motivations of this preliminary 

grouping are: (1) pixels are not natural entities; they are merely a consequence of the discrete representation of images; 

and (2) the number of pixels is high even at moderate resolutions; this makes optimization on the level of pixels 

intractable. We would like to work with “superpixels’ which are local, coherent, and which preserve most of the 

structure necessary for segmentation at the scale of interest. We apply the Normalized Cuts algorithm [5, 8] to produce 

the superpixel map. Both contour and texture cues are used. The affinity matrix has local connections only. Figure 1 

shows an example of the oversegmentation with the number of superpixels. 

 

 
 

 
Fig 1: Roadmap of Training Phase 

 

Normalized Cut 

As a preprocessing step, we oversegment an image into superpixels using normalized cut (as shown in figure 1). The 

segmentation problem in this step is treated as a graph partitioning problem[5]. The algorithm exploits the hierarchical 

nature of partitioning, and is recursively applied to the segmented portion until the segment meets a certain threshold 

condition. We observe from this example that the superpixels are roughly homogeneous in size and shape; this fact 

simplifies the computation in later stages. 

 

III. CLASSIFICATION OF SEGMENTATION TECHNIQUES 

Image segmentation can be broadly classified into two types: 

1. Local segmentation 

2. Global segmentation 

Global segmentation is concerned with segmenting a whole image. Global segmentation deals mostly with segments 

consisting of relatively large number of pixels[10, 11]. This makes estimated parameter values for global segments 

most robust. 

Image segmentation can be approach from three different philosophical perspectives. They are as region approach, 

boundary approach and edge approach as illustrated in figure. 
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Figure 2. Image Segmentation Approach 

 

If the pixel belongs to object, it has value one, otherwise it is zero. Segmentation [12] is the operating at the threshold 

between low-level image processing and image analysis.  After the complete procedure of segmentation, the pixel 

belongs to the object. 

Structural Techniques 

Stochastic Techniques 

Hybrid Techniques 

Structural Techniques[13] use some information about the structure of the region for segmentation.  Stochastic 

techniques are applied on discrete pixels without knowing or considering any structural information of the region. 

Statistical analysis is one of the techniques on which the stochastic technique [13] is based. Hybrid technique [13] 

include those techniques which possess the characteristics of both structural and stochastic techniques. 

 

IV. WHAT IS A GOOD SEGMENT? 

Segmentation is a collection of segments. To answer the question “What is a good segmentation?” we need to answer 

“What is a good segment?” first. In this section, we will define a set of features for segments, evaluate the usefulness of 

these features, and train a classifier from them. 

Features for grouping 

For static images, the classical Gestalt principles of grouping include proximity, similarity, good continuation 

(curvilinear continuity), closure as well as symmetry and parallelism. In our model, for a segment [14,15] we define the 

following features: 

1. Inter-region texture similarity 

2. intra-region texture similarity 

3. Inter-region brightness similarity 

4. intra-region brightness similarity 

5. Inter-region contour energy 

6. intra-region contour energy 

7. Curvilinear continuity 

 

V. FINDING GOOD SEGMENTATIONS 

“What is a good segmentation?” We make the simplifying assumption that the “goodness” of the segments S in a 

segmentation S are independent. [16] The problem of finding the best segmentation becomes the optimization of f in the 

space of all segmentations. The objective f is simple in form but the search space of all segmentations is large. 

Following the Markov Chain Monte Carlo paradigm [17], we adopt a simple strategy of random search based on 

simulated annealing. The dynamics in this random search involves three basic moves: (1) shift: a superpixel is shifted 

from its segment to an adjacent segment; (2) merge: two adjacent segments are merged into one; and (3) split: a 

segment is split into two. The first two moves are straightforward. For splitting a segment, we use a simple method by 

clustering the superpixels in the segment based on location and mean intensity. This clustering is also used to initialize 

the search. At each step, the algorithm randomly picks one of the moves above and construct a new segmentation S'. 
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VI. CONCLUSION 

In this paper we have presented a discriminative frame-work for segmentation as the classification of “good” 

segmentations and “bad” segmentations. As a preprocessing step, we oversegmented the image into fixed number of 

superpixels using normalized cut [5]. We defined two features of segment that represent the similarity within a segment 

and dissimilarity between segments respectively. The dataset for training the classifier is generated by using human 

marked segmentation. Positive data was generated by matching the corresponding segment produced by merging 

superpixels to the correct image. Negative data was generated by matching them to randomly picked image. In the 

testing phase, we defined an objective function to find the best segmentation. This objective function has additional 

term to keep our algorithm from failing [8]. Our classifier is not perfect for a few reasons. The most obvious one is that 

we only considered brightness as determining features. Real world images have other important properties like texture 

and curvilinear continuity, etc. Once one find a way to formulate these features, these can be immediately handled in 

our framework as the same way the brightness is. That is, we can define two features for each property which are 

corresponding to intra-region similarity and inter-region dissimilarity, respectively. We can also include global features 

such as symmetry or object model to improve the performance. 
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