Observing the Effects of Colored Lenses on Iris Recognition using Feature Extraction Technique
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ABSTRACT: Iris templates can be matched using various matching techniques; each approach to iris recognition has several aspects being taken into consideration. One of the most important aspect being the presence of a lens in the users eye. The biometric templates, including iris and users attributes which are produced by using different recognition techniques can be matched through the Iris-templates can be replicated. From this we conclude that, without a thorough security analysis, iris templates cannot be assumed safe and secure. In this paper, we are going to discuss about the presence of a contact lens, particularly a colored lens, and the challenges we face as it alters the natural iris patterns. In this paper we will use a feature extraction method to remove the effect of colored contact lenses and make it more secure. This has proven to be very efficient and also less space consuming.

KEYWORDS: Iris-templates, colored lens, contact lens, user attributes.

I. INTRODUCTION

Biometrics refers to metrics related to human characteristics. Many features of the human body can be used to measure, like face, hand print, vocals. These define an individual, but sometimes these are very hard to distinguish between any two individuals as they can be similar. Iris is one of the most promising biometrics that is being considered nowadays as it is something which is unique to every individual. No two human beings can have the same iris patterns even if they are twins this gives a great advantage when dealing with authentication. Furthermore newer techniques have come along with the help of which it has become even easier and more efficient to authenticate people. A method for applying pattern recognition techniques to recognize the identity of a person based on their iris is proposed. Also discussed is a transform of the iris image from two to one dimensional space and overcoming limited data with the generation of synthetic images. A recent emphasis on security has resulted in increased research attention being offered to the field of individual identification based on “biometrics”

Contact lenses are generally used to correct eyesight as an alternative to spectacles/glasses. They are, however, also being used for cosmetic reasons, where the color and texture manufactured into a contact lens is superimposed on the natural texture and color of the iris. The use of a colored lens changes the appearance/texture of an eye in both the visible and the near-infrared spectrums. Detection of the presence of a contact lens is the first step to improving the usability and reliability of iris recognition for contact lens wearers. Some soft lenses also have designer patterns on them, which may be completely different from their original image.

Generally, a prescribed contact lens do not interfere with the accuracy with the iris recognition, but colored contact lenses worn for cosmetic purposes do change the natural iris pattern. There are different iris recognition techniques that have been introduced to reduce the effect of contact lenses, each one looking at different aspects of the recognition.
II. RELATED WORK

In this paper [1], the author talks about camera interoperability, where the cameras with different technologies are used to capture images for iris recognition. Each image captured may differ in terms of wavelengths as well as illumination. The author goes on to say that the image captured using different camera may produce varying results due to the fact that they have different technologies in them. And so, the user may not be authenticated if the same type of camera is not used. So camera interoperability is one of the most important issues that have to be addressed so that every image captured will be authenticated by any camera. So the author suggests a classification of different camera’s depending upon the wavelengths as well as illumination. This would reduce the chances of an error false report.

In this paper [2], the author talks about the effects of using three different sensors and also three different matching algorithmsto capture and authenticate an image. The author conducts experiments using a single sensor with three different matching algorithms and compares it with the images captured using cross sensors. Since the images cannot be compared directly, each image taken from different sensors were featured extracted using the specific matching algorithms to get segmented parts of it. Some algorithms were unable to produce segmentation; the reasons could have been due to occlusion, blur or illumination. But the author still compared the results of a single sensor as well as cross sensors. There were a lot of environmental factors that had affected comparison so the results were varied and were not as efficient as expected. so the author concludes by saying that external factors like pupil dilation, illumination play a crucial role. A few acceptable threshold values are suggested so that cross sensor technology can be used along with single sensor technology.

In this paper [3], the author talks about the effects of a colored contact lens on iris recognition. The author conducts experiments on several individuals having different colored contact lenses as well as transparent ones. The color’s chosen are Blue, Grey, Hazel and Green. He would also use two different types of sensors using different matching techniques by their manufacturers. He observes the effects of transparent lenses and also colored lenses on different sensor technologies, and states that the effect of accuracy levels decrease with the use of more colored lenses compared to transparent lenses. The detailed table in the paper suggests that the best results are acquired when using no lenses or using transparent lenses. Verieye is the software used to understand and evaluate the effects of different colored lenses as well as transparent ones. Certain values are suggested which differentiate the original iris from the imposter ones.

In this paper [4], the author states that the most common iris algorithms represent the texture of an iris using a binary iris code. In these bits not all are equally consistent. A bit is deemed fragile if its value changes across iris codes created from different images of the same iris. The author suggests using these fragile bits to increase the performance. The consistency of these fragile bits is even in a person’s eye. Therefore the distance between these bits can be measured and a Hamming distance can be found out. This greatly increases the accuracy of the iris recognition and also making it more efficient.

In this paper [5], the author discusses the importance of considering iris curvature during iris recognition. The effect of pupil dilation and constriction is brought about by the systematic changes in the eye when we are focusing on a nearby object from afar away. This causes a change in the lens as well as the curvature of the eye. There is a measurable difference between the images taken before pupil dilation and after pupil dilation. The author conducts experiments by
synthetically altering the iris curvature and classifies them according to the curvature changes brought in them. He proves that there is a measurable difference in the same iris after the iris curvature is changed.

Based on an extensive literature survey, we classify iris recognition systems into three categories depending on the method by which the features from the texture are extracted for matching purposes. These three categories are
(a) Appearance based extraction
(b) Texture based extraction
(c) Feature based extraction.

III. METHODOLOGY

There are 6 modules that will be followed during the authentication process. Each module plays an important role in the successful recognition of an iris.

Modules:
- Image conversion
- Edge detection
- Pupil detection
- Normalization
- Feature Extraction
- Matching

![Fig 1. The Architecture diagram](image)

**Module description:**

1) **Image Conversion** :-

Grayscale images are distinct from one-bit black-and-white images, which that images with only the two colors, black, and white (also called bi-level or binary images). Grayscale images comprises of many shades of gray. These images are also known as monochromatic, because of the absence of any other colors.
Grayscale images are a result of measuring the intensity of light at each pixel in a single band of the electromagnetic spectrum (e.g. infrared, visible light, ultraviolet, etc.), and in such cases they are monochromatic proper when only a given frequency is captured. But also they can be synthesized from a full color image.

Original Image                                Grayscale Image

2)  **Edge Detection** :-

Edge detection is an important tool in image processing and computer vision, particularly in the areas of feature detection and feature extraction, which aims at identifying points in a digital image at which the image brightness changes sharply or, more formally, has discontinuities. The edges extracted from a two-dimensional image of a three-dimensional scene can be classified as

- Viewpoint dependent
- Viewpoint independent.

A viewpoint independent edge typically reflects inherent properties of the three-dimensional objects, such as surface markings and surface shape.

A viewpoint dependent edge may change as the viewpoint changes, and typically reflects the geometry of the scene, such as objects occluding one another.

**Canny Edge Detection Algorithm:**
The Canny algorithm basically finds edges where the grayscale intensity of the image changes the most. These areas are found by determining gradients of the image.

Gradients at each pixel in the smoothed image

The algorithm runs in 5 separate steps:

1. **Smoothing:** Blurs the image to remove any noise.
2. **Finding gradients:** The edges are marked where the gradient of the image has large magnitudes.
3. **Non-maximum suppression:** Only local maxima would be marked as edges.
4. **Double thresholding:** Potential edges are determined by checking the thresholding values.
5. **Edge tracking by hysteresis:** Final edges are determined by suppressing all edges that are not connected to a very certain (strong) edge.

This fig shows the edge detection taking place

3) **Pupil Detection**:-

The acquired iris image is preprocessed to detect the iris, which is an annular portion between the pupil (inner boundary) and the sclera (outer boundary). The first step in localization is to detect pupil which is the black circular part surrounded by iris tissues. The center of pupil is used to detect the outer radius of iris patterns. The important steps involved are:

- Pupil detection(Inner Circle)
- Outer iris localization
Circular Hough Transformation for pupil detection is used. This technique finds the curves that can be parameterized like straight lines, polynomials, circles, etc., in a suitable parameter space.

Detection of inner pupil boundary

External noise is removed by blurring the intensity of the image. But too much blurring dilates the boundaries of the edge or make it difficult to detect the outer iris boundary, separating the eyeball and sclera. So we use a special smoothing filter, median filter it is used on the original intensity image. This filtering eliminates sparse noise while preserving image boundaries. After filtering, the contrast of image is enhanced to have sharp variation at image boundaries using histogram equalization.

Inner and the outer boundaries of the pupil

3) **Normalization**:-
Must remove blurred images before feature extraction. Localizing iris from an image delineates the annular portion dilation and appearing of different size in different images. For this purpose, the coordinate system is changed by unwrapping the iris and mapping all the points within the boundary of the iris into their polar equivalent. The mapped image has 80 × 360 pixels. It means that the step size is same at every angle. This normalization slightly reduces the elastic distortions of the iris.

5) **Feature extraction**:-
Corners in the normalized iris image can be used to extract features for distinguishing two iris images. The steps involved in corner detection algorithm are as follows
S1: The normalized iris image is used to detect corners using covariance matrix
S2: The detected corners between the database and query image are used to find cross correlation coefficient
S3: If the number of correlation coefficients between the detected corners of the two images is greater than a threshold value then the candidate is accepted by the system

6) **Matching**:-
Two irises are determined to be of the same class by a comparison of the featurevectors, using a Daugman from the rest of the image. The concept of rubber sheet modal suggested by Daugman takes into consideration the possibility of pupil like X-OR operation. Finally matching would be done of the iris. The matching is done with the trained images.
that, if the images are matched and present in our database it shows the details of that person. Details such as his personal
details, health details. If he is not matched with the database, then his details will be collected for further investigation, if
it is needed.

IV. EXPERIMENTS AND RESULTS

In this paper we have used different algorithms in order to obtain accurate and efficient authentication. We have
used Windows 7 operating system to execute the project; the tool used for the development is NetBeans. We have used
java as the front end language and SQL server 2008 as the backend for it. The hardware requirements include Pentium
1v processor, 512 MB RAM and at least 10 GB of hard disk space
We have integrated the iris recognition software with an application so that it becomes easier to implement. We have
used it as security for a bank account. Initially the user has to register the iris pattern with the bank. Later it can be used
for authentication. For each account a separate account number will be created linked with the iris code. This will be
the reference for the authentication. Below shows the output after successful authentication.

Image comparison is success:

V. CONCLUSION AND FUTURE WORKS

In this work, we have explored a method of creating iris textures for a given person embedded in their natural iris
texture (or someone else’s if desired) using just the iris code of the person. If these textures are used in an iris
recognition system, they will give a response similar to the original iris texture. There are some papers that discuss the
creation of artificial iris textures using cues from anatomy, or by modelling iris textures using various mathematical
models from a pure synthesis point of view. To the best of our knowledge, no work currently exists that starts
modelling the iris from the iris code which is generally considered to be unidentifiable data. In our work, we create the iris texture starting from just the iris bit code of the individual and we embed the necessary texture to create a iris code. The results show natural looking iris images that give a similar recognition (verification) performance as a genuine iris of the same person. As mentioned in the offset of this section, the advantage of this is that we can now create alternate iris textures that will give a very similar iris code when compared to the original iris. As future work, we will explore countermeasures for detecting such attempts.
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