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ABSTRACT 

Online food ordering is going to be popular day by day and it requires customer 

satisfaction for more popularity in the society Several online food ordering 

System are available on internet l ike Zomato, Swiggy, Fresh menu, Dunzo, 

Guruhub, EatSure, UberEats, Deliveroo, dominos etc. All such kind of system 

requires customer satisfaction in the form of the feedback mechanism. This 

feedback mechanism helps to provide Appropriate food at location on the 

basis of customer rating.  

In this paper we have analysed data of Zomato to incorporate location wise 

customer satisfaction to provide better restaurant for food ordering to 

customer.  

We have used machine learning l inear regression technique to separate better 

restaurant on the basis of customer satisfaction rating. We will also use this 

algorithm to predict aggregate ratings restaurants will receive based on 

different data points. We have tested our algorithm using Kaggle  dataset.  

Keywords: Online food ordering; Customer satisfaction; Algorithm; Kaggle 

dataset; Machine learning 
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INTRODUCTION 

Online food ordering is going to be popular day by day and it requires customer satisfaction for more popularity in the 

society several online food ordering system are available on internet l ike Zomato, Swiggy, Fresh menu, Dunzo, 

GuruHub, EatSure, UberEats, Deliveroo, dominos etc. All such kind of system requires customer satisfaction in the 

form of the feedback mechanism.  Data analysis is the process of systematically applying statistical and/or logical  

techniques to describe and i llustrate, condense, and recap, and evaluate data. Data analysis can help companies 

better understand their customers, evaluate their ad campaigns, person alize content, create content s trategies, and 

develop products [ 1 ] .  

On this project we are applying our knowledge of data analysis on Zomato dataset where Zomato dataset is real time 

data set which gives information about restaurants, its cuisines, localit y, ratings etc. City: Contains the neighbourhood 

in which the restaurant is located. Locality verbose: Exact place in that locality.  

The technologies I  am using in this analysis are Python, NumPy, Pandas, Seaborn, Matplotlib, Sklearn etc.  

The basic idea of analysing the Zomato dataset is to get a fair idea about the factors affecting the establishment of 

different types of restaurants at different places of India. The national restaurant association of India, founded in 

1982 represents over 5,00,000 restaurants, QSRs, Bars, cloud kitchens and Catering, pan India serving dishes from 

all over the world. With each day new restaurants opening the industry has not been saturated yet and the demand is 

increasing day by day. In spite of increasing demand, it however has become  difficult for new restaurants to compete 

with established restaurants. Most of them serving the same food. Most of the people here are dependent mainly on 

the restaurant food as they do not have time to cook for themselves. With such an overwhelming demand of 

restaurants it has therefore become important to study the demography of a location. What kind of a food is more 

popular in a locality. Does the entire locality  love vegetarian food [ 2 ] . If yes then is that locality populated by a 

particular sect of people for e.g., Jain, Marwaris, Gujaratis who are mostly vegetarian. This kind of analysis can be 

done using the data, by studying the factors such as  

 Location of the restaurant .

 Approx price of food.

 Theme based restaurant or not .

 Which locality of that city serves those cuisines with maximum number of restaurants .

 The needs of people who are striving to get the best cuisine of the neighbourhood.

 Is a particular neighbourhood famous for its own kind of food.

Related works 
The rapid growth of data collection has led to a new era of information. Data is being used to create more efficient 

systems and this is where recommendation systems come into play. Recommendation systems are a type of 

information fi ltering systems as they improve the quality of search results and provides items that are more relevant 

to the search item or are related to the search history of the user. They are active information fi ltering systems which 

personalize the information coming to a user based on his interests, relevance of the information etc. Recommender 

systems are used widely for recommending movies, articles, restaurants, places to visit , items to buy etc.  

Different from those existing work, in this paper,  we propose an algorithm based on machine learning, our 

contributions are:  

 We will  be using content based f iltering content based f iltering : This method uses only information about the

description and attributes of the items users has previously consumed t o model user's preferences.

 We have used machine learning l inear regression technique to separate better restaurant on the basis of

customer satisfaction rating. We wil l use linear regression algorithm to predict aggregate ratings restaurants

wil l  receive based on different data points. We will  check co relation between different variables and select

important features from the dataset for predicting the aggregate rating  [ 3 ] .

MATERIALS AND METHODS 

Proposed method 
We have used machine learning l inear regression technique to separate better restaurant on the basis of customer 

satisfaction rating. We wil l use linear regression algorithm to predict  aggregate ratings restaurants will  receive based 

on different data points. We wil l check co relation between  different variables and select  important features from the 

dataset for predicting the aggregate rating. We will  be using content based filtering content based filtering: This  

method uses only information about the description and attributes of the items users has previously consumed to 

model user's preferences  [ 4  - 9]  . 
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Data collection: The data set is a matrix where the rows represent the details of the restaurants and the columns 

represent the factors or attributes (features) to be tested. The data in the dataset can be divided into two types: 

Categorical data and number of data. There are 17 different attributes and contains about 6000 related data. We 

collected our data set from Kaggle website. After collecting data we performed data cleaning process.  

The data contains details of restaurants associated with an online e -commerce food aggregator. Various data points 

are available related to the restaurants . We explore the data points one by one and try to find best insights from it.  

Feature selection: Feature selection is the method of reducing the input variable to your model by using only relevant 

data and getting rid of noise in data  [ 1 0] .  

The choice of features is one of the major challenges to train a predictive learning algorithm. Feature selection is the 

method of reducing the input variable to your model by using only relevant data and getting rid of noise in data. It  is 

the process of automatically choosing relevant features for your machine learning model based on the type of problem 

you is trying to solve [ 1 1 - 1 4 ] .  

Data pre processing: Data pre processing, a component of data preparation, describes any type of processing 

performed on raw data to prepare it for another data processing procedure. In other words, it should be transformed 

in such a form so that it can be easily interpreted by different algorithms with producing higher accurate results. It is 

not necessary to have complete pure data in ea ch and every dataset. There is always some missing data in each and 

every dataset in “NULL'' form due to which the dataset becomes redundant and hence leads the models to predict  

results with poor accuracy. Hence, to overcome these poor accuracies and to a ttain higher and better accuracies, data 

pre processing came in genre. We usually clean the tuples having missing values by either dropping those tuples from 

the dataset or by imputing mean or median values of respective columns or some other hyper parameter optimization 

to attain the imputable values for replacing those missing values.  

Data visualization : Data visualization is the graphical representation of information and data. By using visual 

elements l ike charts, graphs, and maps, data visualization tools provide an accessible way to see and understand 

trends, outliers, and patterns in data. Additionally, it provides an excellent way for employees or business owners to 

present data to non-technical audiences without confusion  [ 1 5 ] .  

In the world of big data, data visualization tools and technologies are essential to analyze massive amounts of  

information and make data  driven decisions. We have analyzed our data on different grounds.  

Prediction: Predictive modelling is a commonly used statistical techniq ue to predict future behaviour. Predictive 

modell ing solutions are a form of data mining technology that works by analysing historical and current data and 

generating a model to help predict future outcomes. In this research work I predicted using machine learning l inear 

regression algorithm.  

RESULTS  

Data visualization results 

Restaurants that offer online delivery  to their  customer: The majority of restaurants do not offer online delivery facility  

to their customers. Only 28% of restaurants offer this facility to their customers.  

In conclusion, on an average, restaurants offering online delivery to their custome rs received more votes than the 

restaurants which don’t offer one. This could be  attributed to multiple reasons.  

 One probable reason can be that  people ordering food online are more tech -savvy and generally give their

review for food they ordered.

 Another reason could be that online food delivery apps prompt their users to review the food they ordered

after some time.

 Having online delivery facil i t ies could also increase the reach of the restaurants which would result in more

people consuming the services of restaurant and voting on the same  (Figure 1) .

Figure 1. Pie chart with restaurants having online order facility or not .  

Algorithm 
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Number of restaurants received votes in different locations : The majority of votes received by the restaurants located 

in BTM and Koramangala from the figure we can see that they have received more than 13000 votes from this we 

concluded that if someone have to open  restaurants then they should must chose areas where there are few 

restaurants because there is more chance to grow their business  (Figure 2)  [ 1 6 ] .  

Figure 2. Bar graph between location and number of votes . 

Word cloud or cuisine cloud: 

 Here we have made a word cloud and bar graph showing us the common cuisines served in restaurants of

cit ies which are predominantly located in the BTM Region. The bar graph shows a cuisine and number of

restaurants serving that cuisine.

 Word cloud is a visual way to know the most common cuisine served in restaurants. The size of the cuisines

shown in the word cloud wil l  increase with the number of restaurants serving them. Hence we have words

such as "North Indian", "Chinese", " fast food" in bigger size relative to other cuisines (Figures 3a and 3b) .

Figure 3(a).  World cloud of restaurant offering different cuisines.  

Figure 3(b).  Bar graph showing votes received for different cuisines.  

Types of restaurants versus rates:  In Figure 4 I have taken boxplot it was plotted between different types of 
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restaurants and rate for that theme of restaurant. From this we analysed that the maximum average rating is given to 

the “drinks and nightl ife” which means people of Bangalore more like resta urants of theme drinks and nightl ife. So, if 

someone has to open a restaurant in Bangalore then they can choose “drinks and nightl ife” Or “Pubs and Bars” kind 

of restaurant.  

Restaurant ratings depend on many factors such as portion size, ambience, waiting time, and also on different 

facilities that are provided by restaurants such as valet parking, online delivery, table booking etc. having facil it ies 

like online delivery and table booking affect ratings. We wil l  also see if there is a relation between numb er of  cuisines 

and ratings [ 1 7 ] .  

Aggregate ratings are the averages of all individual ratings which are given to restaurants. These ratings are 

measured on the scale of 5. Ratings also have colour and text associated with them. We wil l define the range of 

different rating colours and rating text in terms of aggregate rating.  

Figure 4. Box plot between types of restaurants and votes received.  

Relation between services and ratings : We can infer from the below visuals that restaurants that offer facilities such 

as online delivery and table booking are more likely to have an above average rating i .e ,  rating in range of good, very 

good and excellent. Around 60% of restaurant that offer table booking have an above average rating.  

The same is also true for online delivery facil ity but the difference is not as large in table booking scenario. Around 

50% of restaurant that offer online delivery facil ity has  an above average table booking and only 38% of restaurants 

that don’t offer online delivery facility have above average rating  [ 1 8 ] .  

One reason could be that offering services such as online delivery and table booking doesn't boost ratings 

significantly, but for many restaurants offering s uch services increases ratings slightly, to push them from the upper 

end of average rating segment to lower end of good rating segment.  

The median and average ratings doesn't increase significantly. For example, the average rating increases from 3.31 

for restaurants not having table booking to 3.55 for restaurants that have the faci lity.  

From this we can make an calculated hypothesis that if an restaurants has facil ity such as online delivery and table 

booking it  is more l ikely that it  wil l  have an above av erage rating (Figures 5a and 5b) [ 1 9 ] .  

Figure 5(a).  Percentage of restaurants which has online delivery options.  
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Figure 5(b).  Percentage of restaurants having table booking facil ity.  

Here in the above figure : 

Light blue indicates average ratings  

Dark blue as median ratings  

Dark green for excellent  

Light green for very good  

Orange for good  

Red is for poor.  

DISCUSSION 

Relationship between average cost and ratings:  There is no relationship between ratings and average cost for two as 

there are restaurants with high as well as low ratings for most price points bottom. Do not change the vertical spacing 

to align the bottoms of both columns  (Figure 6)  [ 2 0 ] .  

Figure 6. Relationship between average cost and ratings. 

Factors affecting restaurants  

We wil l use linear regression algorithm to predict aggregate ratings restaurants wil l receive based on different data 
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points. 

Linear regression: What Is l inear regression? Linear regression is a supervised learning algorithm that compares input 

(X) and output (Y) variables based on labeled data. It 's used for finding the relationship between the two variables and

predicting future results based on past relationships.

For Linear regression we performed some steps are:

 Cuisines offered by zero restaurants are:  There are certain cuisines which have no restaurant serving them in

the NCR region of India. We will also drop those cuisines as features as they don't have any impact on our

model.

 Finding the highly co-l inear columns:  The highest correlation is between name and address which is 0.63

which is not of very much concern Splitt ing dataset into train and test.

Impact of highly colinear columns results in  

 Uncertainty  in coeff icient  estimates or unstable variance : Small changes (adding/removing rows/columns) in

the data results in big change of coefficients.

 Increased standard error:  Reduces the accuracy of the estimates and increases the chances of detection.

 Decreased statistical signif icance:  Due to increased standard error, t -statistic declines which negatively

impacts the capabil ity of detecting statistical significance in coefficient leading to type -II error.

 Reducing coefficient and p-value:  The importance of the correlated explanatory variable is masked due to

coll inearity.

 Overfitt ing:  Leads to overfitting as is indicated by the high variance problem  (Figure 7).

Figure 7. Co-relation between different data points.  

 Final feature selection:  We wil l select the most important data points that could affect rating. We have

explored the dataset quite a bit and have an idea about various data points.  Excluding price range as features

because it is highly co-related to average cost two. We wil l also have votes columns as feature because there

is some weak correlation between votes and aggregate rating.

 Applying l inear regression: After applying regression analysis we got our regression model  showing actual

rating vs.  predicted rating (Figures 8a and 8b) .
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Figure 8(a).  Graph between predicted ratings versus actual rating. 

Figure 8(b).  Graph showing distribution of actual ratings.  

From this we got our l inear regression value. 

R square as: 0.3209984009348331. 

Mean square error : 0.13915474370146483 mean absolute error : 0.28694827410331963. 

Mean absolute percent error : 9.056286039506084. 

These are metrics to analyze the accuracy of our l inear regression model. We can infer from the 'predicted rating vs. 

actual rating' graph that for some restaurants we are missing the actual rating quite widely a nd for some we are 

predicting it  quite accurately.  

R-squared (R² or the coefficient of determination) is a statistical measure in a regression model that determines the

proportion of variance in the dependent variable that can be explained by the independe nt variable. In other words, r -

squared shows how well the data fit  the regression model (the goodness of fit) .

The R² value implies that there is 32.09% less variation around our l inear regression l ine than the mean. If we had

more relevant data points such as average waiting time, portion size, availability of various facil it ies such as AC, fan

etc., this score could be improved.

The mean square error and mean absolute error are quite low and we are able to predict all our values close to the

actual value. Mean absolute percent error tells us, on an average, we are 9 percent off from the actual rating.

CONCLUSION 

After analysing we concluded that there are different points which affects the growth of the business of restaurants in 

world. It helped us to see, interact with, and better understand data. From predicted rating and actual rating graph 

from linear regression model I got to know that that for some restaurants we are missing the actual rating quite widely 

and for some we are predicting it  quite accurately.  
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