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ABSTRACT: Sentiment classification is an important task in everyday life. Users express their opinion about their 
product, movies   and so on. All the web page contains reviews that are given by users expressing different polarity i.e. 
positive or negative. It is useful for both the producer and consumer to know what people think about the particular product 
or services based on their reviews. Automatic document classification is the task of classifying the reviews based on the 
sentiment expressed by the reviews.  Sentiment is expressed differently in different domains. The data trained on one 
domain cannot be applied to the data trained on another domain. The cross domain sentiment classification overcomes these 
problems by creating thesaurus for labeled data on the target domain and unlabeled data from source and target domains. 
Sentiment sensitivity is achieved by creating thesaurus. The created thesaurus is used to expand the feature vector. Amazon 
reviews are taken from different products and the thesaurus is created for multiple domains which contain both positive and 
negative words. Thus the created sentiment sensitive thesaurus captures the words with similar sentiment. The proposed 
method the reviews are analyzed by unsupervised method and sentiment can be analyzed for each sentence. 
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I. INTRODUCTION 

 
SENTIMENT ANALYSIS  

 
Sentiment analysis is used in natural language processing. Its main aim is to identify and extract sensitive 

information in the source. Sentiment analysis is a recent attempt to deal with evaluative aspects of text. In sentiment 
analysis, one fundamental problem is to recognize whether given text expresses positive or negative evaluation. Such 
property of text is called  polarity. 
   Supervised learning algorithms that need tagged information have been with success accustomed build sentiment 
classifiers for a given domain [1]. However, sentiment is states differently in several domains, and it\'s pricey to annotate 
data for every new domain within which we\'d wish to apply a sentiment classifier. for instance, within the natural 
philosophy domain the words “durable” and “light” square measure accustomed categorical positive sentiment, whereas 
“expensive” and “short battery life” typically indicate negative sentiment. On the opposite hand, if we think about the 
books domain the words “exciting” and “thriller” categorical positive expressions, whereas the words “boring” and 
“lengthy” typically categorical negative sentiment. A classifier trained on one domain may not perform well on a unique 
domain as a result of it fails to find out the sentiment of the unseen words. The cross-domain sentiment classification 
downside [7], [8] focuses on the challenge of coaching a classifier from one or more domains (source domains) and 
applying the trained classifier on a unique domain (target domain).  

A multiple-domain sentiment arrangement should overcome 2 main challenges. First, we have a tendency to 
should determine that supply domain options square measure associated with that target domain features. Second, we have 
a tendency to need a learning framework to incorporate the knowledge concerning the connation of source and target 
domain options. During this paper, we propose a multiple-domain sentiment classification technique that overcomes each 
those challenges. 
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We create a sentiment sensitive thesaurus that aligns different words that express the same sentiment in different 
domains. We use labeled data from multiple source domains and unlabeled data from source and target domains to 
represent the distribution of features. We use lexical elements (unigrams and bigrams of word lemma) and sentiment 
elements (rating information) to represent a user review. Next, for each lexical element we measure its relatedness to other 
lexical elements and group related lexical elements to create a sentiment sensitive thesaurus. The thesaurus captures the 
relatedness among lexical elements that appear in source and target domains based on the contexts in which the lexical 
elements appear (its distributional context). A distinctive aspect of our approach is that, in addition to the usual co-
occurrence features typically used in characterizing a word’s distributional context, we make use, where possible, of the 
sentiment label of a document: i.e., sentiment labels form part of our context features. This is what makes the distributional 
thesaurus sentiment sensitive. Unlabeled data is cheaper to collect compared to labeled data and is often available in large 
quantities. The use of unlabeled data enables us to accurately estimate the distribution of words in source and target 
domains. The proposed method can learn from a large amount of unlabeled data to leverage a robust cross- domain 
sentiment classifier.  
 
SENTIMENT SENSITIVE THESAURUS 
 

The automatically created thesaurus to expand feature vectors in a binary classifier at train and test times by 
introducing related lexical elements from the thesaurus. The cross-domain sentiment classification problem focuses on the 
challenge of training a classifier from one or more domains (source domains) and applying the trained classifier on a 
different domain (target domain). A  cross domain sentiment classification system must overcome two main challenges.   

First, we must identify which source domain features are related to which target domain features. Second, we 
require a learning framework to incorporate the information regarding the relatedness of source and target domain features.  

They propose a cross-domain sentiment classification method that overcomes both those challenges. We model the 
cross-domain sentiment classification Maximum entropy is a probability distribution estimation technique widely used for a 
variety of natural language tasks, such as language modeling, part-of-speech tagging, and text segmentation. The 
underlying principle of maximum entropy is that without external knowledge, one should prefer distributions that are 
uniform. 

The problem as one of feature expansion, where we append additional related features to feature vectors that 
represent source and target domain reviews to reduce the mismatch of features between the two domains. Methods that use 
related features have been successfully used in numerous tasks such as query expansion  in information retrieval, and 
document classification.  

We create a sentiment sensitive thesaurus that aligns different words that express the same sentiment in different 
domains. We use labeled data from multiple source domains and unlabeled data from source and target domains to 
represent the distribution of features. We use 

The lexical elements (unigrams and bigrams of word lemma) and sentiment elements (rating information) to 
represent a user review. Next, for each lexical element we measure its relatedness to other lexical elements and group 
related lexical elements to create a sentiment sensitive thesaurus. The thesaurus captures the relatedness among lexical 
elements that appear in source and target domains based on the contexts in which the lexical elements appear (its 
distributional context). 

 
II. RELATED WORK 

 
Sentiment classification systems will be generally categorized into single-domain [1], [2], [17], [8], [9], [13] and 

cross-domain [7], [8] classifiers primarily based upon the domains from which they're trained on and afterward applied to. 
On another axis, sentiment classifiers will be categorized depending on whether or not they classify sentiment at word level 
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[13], [12], sentence level [3], or document level [1], [2].Our technique performs cross-domain sentiment classification at 
document level. In single-domain sentiment classification, a classify is trained victimization labeled knowledge annotated 
from the domain in which it'll be applied. Turnkey [2] measures the co occurrences between a word and a group of 
manually selected positive words (e.g., good, nice, excellent, and so on) and negative words (e.g., bad, nasty, poor, and then 
on) victimization point wise mutual data to cipher the sentiment of a word. Kanayama ANNasukawa  planned an approach 
to make a domain-oriented sentiment lexicon to identify the words that specific a specific sentiment during a given domain. 
By construction, a site specific lexicon considers sentiment orientation of words during a explicit domain. Therefore, their 
technique can not be pronto applied to classify sentiment during a totally different domain. 
 

Blitzer et al. [7] propose the SCL formula to coach a cross-domain sentiment classifier. SCL is impelled by the 
alternating structural optimization (ASO), a multitask learning formula, projected by Ando and Zhang . Given labeled 
information from a supply domain and unlabeled data from each supply and target domains, SCL select a set of pivot 
options that occur often in each supply and target domains. Next, linear predictors are trained to predict the occurrences of 
these pivot options. Positive training instances for a specific pivot feature are automatically generated by removing the 
corresponding pivot feature in feature vectors. Feature vectors that don't contain a specific pivot feature are thought-about 
as negative training instances for the task of learning a predictor for that pivot feature. it's noteworthy that this approach 
doesn't require any manually labeled feature vectors for learning the pivot vector predictors. For every pivot vector, a linear 
weight vector is computed and also the set of weight vectors for all the pivot options into consideration are organized in an 
exceedingly matrix. Next, SVD is performed on this weight matrix to construct a lower dimensional feature house. Every 
feature vector is then mapped to a lower dimensional representation by multiplying with the computed the matrix. Last, 
each original feature vector is increased with its lower dimensional illustration to create a brand new (extended) feature 
vector. A binary classifier is trained mistreatment labeled reviews (positive and negative sentiment labels) mistreatment this 
new set of feature vectors. Within the SCL-MI approach, a variant of the SCL approach, mutual data between a feature and 
also the supply label is employed to pick out pivot options instead of the co occurrence frequency. However, in apply it is 
onerous to construct an affordable range of auxiliary tasks from data, which could limit the transfer ability of SCL for 
cross-domain sentiment classification. Moreover, the heuristically selected pivot options may not guarantee the simplest 
performance heading in the right direction domains. In distinction, our method uses all options once making the wordbook 
and selects a subset of options throughout coaching mistreatment L1 regularization. Moreover, we have a tendency to don't 
need SVD, blocky in time complexness, which can be computationally pricey for big information sets. 
 

III. PROPOSED WORK 
 
             The reviews will be collected from the Twitter data set and sentiment will be analyzed and the overall rating will be 
calculated by using Turnkey approach [2].The sentiment can be analyzed by various preprocessing and the overall 
sentiment for the sentence can be analyzed. 
 

IV. CONCLUSION 
 
 Cross domain sentiment classifier automatically creates the sentiment thesaurus. The mismatch problem that 
occurs in classification can be overcome by   creating the labeled data for source domain and unlabeled data for source and 
target domain. So the data that occurs in one domain can be used for multiple domains. The survey work is done on various 
papers and we analyze how the polarity of the words is identified by using various approaches on both the reviews on 
single and cross domains. The data is trained in single domain and cross domain and subsequently applied for sentiment 
classification. Compared to single domain adaption cross domain classification provides more attention on domain 
adaption. Our proposed method falls under the semi-supervised domain adaptation category under this classification. The 
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semi-supervised version of domain adaptation does not assume the availability of labeled data from the target domain, but 
attempts to utilize a large set of unlabeled data selected from the target domain. 
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