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ABSTRACT: Software systems are progressively being deployed in many facets of human life. The implication of failure of such systems has assorted impact in its customers. The fundamental aspect that supports a software system is focus on quality. Reliability describes the ability of system to function under specified environment for a specified period of time and is used to objectively measure the quality. Evaluation of reliability of a computing system involves computation of hardware reliability and software reliability. Most of the earlier works were merely focused on software reliability with no consideration for hardware part or vice versa. However, a complete estimation of reliability of a computing system requires that these two elements (hardware and software) be considered together and thus demands a combined approach. The present work focuses on this and presents a model for evaluating reliability of a computing system. The method involves identifying the failure data of hardware components, software components and building a model based on it to predict the reliability. To develop reliability model, focus is given to Open Source Software since there is an increasing trend towards the use of it and only a few studies were done for the modeling and measurement of the reliability of such products.
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1. INTRODUCTION

The quality of a software product decides its acceptance or fate in the software development life cycle. High developmental costs and increasing global competition have intensified the pressures to quantify software systems quality, and the need to measure and control the level of quality delivered. Reliability is the most important and most measurable aspect of software systems quality, and is customer-oriented. It is the capability of a system to deliver results accurately every time the user requests it. The performance of a system is largely affected by its failure to deliver or downtime. Therefore, a system is considered to be reliable if it can rectify its failure at minimum time, thereby ensuring guaranteed results to the user. It is a measure of how well the product functions, to meet its operational requirements. In other words, it decides the software product’s acceptance or fate in the life cycle. It ensures the products capability to rectify its failure.

Many models where put forward to address the reliability of the computer system, considering software and hardware components independently. The total performance of the system can be modelled only by considering these components together. Many successful software products were developed following Free and Open Source Software Development (FOSS) methodology. The development model used in this scenario is entirely different from traditional software development (closed source). So, the reliability models developed for closed source software cannot be used for FOSS, moreover, the dearth of valuable models call for studies in this area. This study tries to put forward a model for the estimation of the reliability of a computer system, by integrating hardware and software components, especially FOSS.

Considering software based product its reliability is an aggregate of the reliability of software and the underlying hardware. Research in this area considers hardware and software reliabilities separately. This study tries to integrate the hardware and software reliability models to develop a total reliability model of software based system.

A. RELIABILITY

Reliability is the probability of success or the probability that the system will perform its intended function under specified design limits. More specifically, reliability is the probability that a product or part will operate properly for a
specified period of time (design life) under the design operating conditions such as temperature, voltage etc., without failure. In other words, reliability may be used as a measure of the system’s success in providing its function properly. Reliability is one of the quality characteristics that consumers require from the manufacturer of products.

B. HARDWARE RELIABILITY

Hardware reliability is nothing but the ability of hardware to perform its functions for some specific duration of time and is expressed as mean time between failures (MTBF). Computer systems, whether hardware or software, are subject to failure. A failure may be produced in a system or product when a fault is encountered resulting in the non operation or disability of the required function and a loss of the expected service to the user [1]. The field of hardware reliability has been established for some time, which is related to software reliability and the division between hardware reliability and software reliability is somewhat artificial and both may be defined in the same way. Therefore, it is possible to combine both hardware and software component reliabilities to get system reliability [2].

C. SOFTWARE RELIABILITY

The IEEE defines software reliability as the probability that software will not cause the failure of a system for a specified time under specified conditions [3]. Software reliability denotes the probability that a software product in a pre-defined condition performs its tasks without malfunctioning for a specified period of time. Software Reliability is important for many sectors of the software industry. Besides knowing how to achieve reliability, the most important thing is to know the actual reliability achieved in a specific software product. Assessing the reliability of software-based systems is increasingly necessary because of the survival of companies and at times the lives and limbs of people on the service they expect from the software.

D. OPEN SOURCE SOFTWARE

Open source development is an area where people develop and distribute their products by downloading free source code available under a license. Free and Open Source Software (FOSS) refers to those categories of software products that allow users to use, modify and redistribute the software without the need to pay a royalty fee to the author of the product[www.gnu.org, www.opensource.org]. FOSS product includes both system and application software like GNU/Linux, Apache Web Server, Postgresql, OpenOffice, Gimp, OrangeHRM etc. [4]. Universities and colleges spend a huge sum on laboratories and software. The huge software installation costs can be cut down by using FOSS alternatives, instead of proprietary software [www.osalt.com].

II. RELATED WORK

Software Reliability is considered as part of software quality assurance and have many attributes including usability, capability, performance, functionality, documentation, maintainability and reliability. It is essentially being able to deliver usability of the services while assuring the constraints of the system. Software reliability modeling surprisingly to many, has been around since the early 1970s, with pioneering works by [5], [6], [7], [8], [9]). The basic approach is to model past failure data to predict future behavior. The models fall into two basic classes namely failures per time period and time between failures.

A software reliability growth model provides a systematic way of assessing and predicting software reliability based on certain assumptions about the fault in the software and fault exposure in a given usage environment [10]. The reliability growth for software is the positive improvement of software reliability over time, accomplished through the systematic removal of software faults. The rate at which the reliability grows depends on how fast faults can be uncovered and removed. A software reliability growth model allows project management to track the progress of the software’s reliability through statistical inference, and to make projections of future milestones [11], [12]). Models are classified in terms of five different attributes. Time domain: Wall clock versus Execution time. Category: Total number of failures that can be experienced in finite or infinite time. Class/Finite failure category: Functional form of the failure intensity expressed in terms of time. Family/Infinite failure category: Functional form of the failure intensity function expressed in terms of the expected number of failures experienced. Type: The distribution of the number of the failures experienced by time t. Poisson and Binomial are the two important types.
A systematic framework designed to predict software reliability from software engineering measures was summarized as follows [13, 14]. Research activities in software reliability engineering have been conducted over the past two decades and many Software Reliability Growth Models (SRGMs) have been proposed for the estimation of software reliability and number of faults remaining in the software [15], [16], [17], [18], [19], [20]. Most of the SRGMs assume that each time a failure occurs, the error which caused it, is immediately removed and no new errors are introduced [21]. Most models make some assumptions about the software failure process so that the model becomes mathematically tractable [22], [23] has given the typical assumptions made in Software Reliability Model with its limitations. Reliability models have been proposed by Goel [15], [24], [25], [26], and [7]. To employ a model for reliability prediction, value of some of the parameters need to be specified. These are typically determined by analyzing the past failure data of the software.

The J-M model proposed by Jelinski and Moranda [24] is one of the simplest and earliest of the software reliability models. The J-M model assumes that times between failures are independent random variables following exponential distributions, there are finite number of faults at the beginning of the test phase, and that the failure rate is uniform between successive failures and is proportional to the current error content (number of faults remaining) of the program being tested. This model is very simple to use. It is also fairly accurate for some data sets, but sometimes leads to inaccurate predictions. [22]

The basic execution model proposed by Musa et. al. [27] makes assumptions similar to the above model except that the process modeled is the number of failures in specified execution time intervals. There are a finite number of faults in the beginning of the test phase, and the times between failures are exponential, the failure rate being uniform between successive failures. He also provides a systematic approach for converting the model so that it can be applicable for the calendar time as well.

The Goel and Okumoto (G-O) model [15] considers the software failure process as a Non Homogeneous Poisson Process (NHPP) with a mean function $\mu(t)$. This model treats initial error contents as a random variable.

The OSS development mainly depends on the practice of welcoming every enthusiastic individual who would like to contribute to the project. On top of this, the freedom of using, modifying and distributing OSS leads to more robust software and more diverse business models [28]. Software reliability models are useful to assess the reliability for quality management and testing progress control of software development. Although open source practices have been remarkably successful in recent years, the open source development model faces a number of product quality challenges. Rare open source projects have been archived successfully as a high level quality end product. However, these mature and successful projects face quality problems too. Even though lots of models and tools have been suggested for reliability checking, very few models are applied and tested in this case.

Luyin and Sebastian [29] discussed how quality assurance activities are performed within the OSS development. They pointed out that OSS development is very different from the traditional software development used in most of the software industry. Moreover, the quality assurance activities are also performed in a different fashion. Martin et. al. [30] have done exploratory interviews with free and open source developers to study the common quality practices among the developers to implement a quality process improvement strategy. They found that even though development of OSS projects share common practices the quality of the resulting products needs further empirical evaluation. This implies that we have to look into reliability models for open source software development.

III. SCOPE OF THE RESEARCH

The existing reliability models have been studied and an attempt has been made to develop a new methodology towards measuring and improving software reliability. Existing reliability models do not address reliability aspects in all stages of software development. It is difficult to predict the reliability of the end product. The proposed work’s main objective is to develop a model to represent reliability of a computing system by considering both hardware and software failure impacts. More specifically, the objectives of the research are as follows:

1) To study the existing reliability models
2) To study and analyse the role of Free and Open Source Software (FOSS) in different communities.
3) To study and evaluate existing open source software and to arrive at a reliability growth model.
4) To develop a model for estimation of computational reliability by incorporating both software and hardware components.
5) To evaluate and compare the actual reliability with the developed model and other existing models.

IV. PROPOSED METHOD

A. METHODOLOGY FOR MODEL DEVELOPMENT

The methodology involves studying the effects of failure of an actual software package and working towards formulating a reliability model, taking into consideration the hardware issues. Studying the effects of failure of actual software package is comprised of three stages namely data collection, data preprocessing and analysis. The formulation of the reliability model involves algorithm development, model development, and comparison of theoretical products with the formulated model. The first phase of the work is the data collection. In this phase, failure data for software and hardware are to be collected. The collected data is pre-processed to get the valid data set in the second phase of the work. In the third phase the valid data set is analyzed to get the reliability equation and thus the model generation. The generated model is then compared with the theoretical and existing models and concluded that the model developed is a reliable one as the final phase.

B. ANALYSIS PHASE

For reliability analysis of hardware and software package, information regarding its failure has to be studied. So, this phase can be further broken down into data collection and analysis. The former will deal with collecting parameters essential to evaluate its reliability, and the latter will deal with the evaluation and analysis.

C. DATA COLLECTION

The reliability of software is adversely affected by failures or bugs in computer programs. As a first step towards building a reliability model, failure reports were collected to evaluate the reliability of a software package due to occurrences of bugs. The data required was the time of identification of a bug and time of repairing the same, so that the total failure duration could be obtained. From the failure duration the rate of failure could be calculated.

In the case of hardware, failure data are collected from the production system of Cochin University of Science and Technology (CUSAT) where Debian based server system were used to run their website, mail server etc. The bug reports were collected mainly from online open source development site Debian.org. Debian GNU/Linux is a free operating system that comprises of 25000 packages, precompiled in a user-friendly format. It is developed through distributed development all around the world. The Debian GNU/Linux distribution has a bug tracking system which consists of bugs reported by users and developers. This facility was used as the primary data source.

D. DATA PREPROCESSING

Data preprocessing is an important step to refine the collected data. Generally the real world data is incomplete, lacking attribute values, lacking certain attributes of interest, or containing only aggregate data or may be Noisy: containing errors or outliers or can be Inconsistent: containing discrepancies in codes or names. Data preprocessing includes data cleaning, data integration, data transformation, data reduction and data discretization. Data cleaning usually includes fill in missing values, smooth noisy data, identify or remove outliers, and resolve inconsistencies, whereas, data integration is carried out by using multiple databases, data cubes, or files. Data transformation is the normalization and aggregation process. Data reduction is reducing the volume but producing the same or similar analytical results and Data discretization is part of data reduction by replacing numerical attributes with nominal ones.

E. DATA ANALYSIS AND INTERPRETATION

The collected data is analyzed in order to arrive at reliability. The software bug arrival is plotted against time and the failure function is derived. This function is used for arriving at the software reliability. In the case of hardware the mean time to failure for each of the components is sufficient to arrive at the reliability based on the constant hazard model.

In the case of the software a total of 1880 packages were available at the start of the analysis, as per the details available from the official website of Debain. This is taken as the initial population. A time interval of one month is
fixed and the bug arrival rate during this interval is noted. The observations are taken for 1 year after which the bug arrival is negligible indicating that the software has more or less stabilized.

F. ALGORITHM DEVELOPMENT

A systematic procedure for evaluating reliability of open source software is developed by considering the prevailing trends in industry. The methodology involves defining an equation for the pattern of failure based on the available bug arrival rate and developing a generalized model for the reliability of the software.

G. MODEL DEVELOPMENT

The reliability estimation involves considering the computing system as two subsystems, one comprising of hardware components and the other, the various software modules or packages. These various packages are considered as various components of the software part of the system [http://www.debian.org]. The software and hardware components are assumed to be connected in series and based on the reliability block diagram, the overall system reliability is obtained.

H. COMPARISON OF DEVELOPED MODEL WITH OTHER EXISTING MODELS

The developed model arrives at the reliability by combining software and hardware parameters. A comparison is made with the other existing reliability models so as to arrive at the error involved in reliability analysis when computation of reliability is calculated without considering the software and hardware elements together.

V. EXPERIMENTAL RESULTS

The open source software data is made use of and the methodology for evaluating the software reliability involves identifying a fixed number of packages at the start of the time and defining the failure rate based on the failure data for these preset number of packages. The defined function of the failure rate is used to arrive at the software reliability model. The hardware reliability is obtained using constant hazard model.

A total of 1880 packages were available at the start of the analysis as per the details available from the official website of Debain. This is taken as the initial population. A time interval of 1 month is fixed and the bug arrival rate during this interval is noted. The observations are taken for 1 year after which the bug arrival is negligible indicating that the software has more or less stabilized.
The failure model corresponding to the failure rate can be expressed as:

\[ Z(t) = -at + b \]  
\[ \text{eq.}(1) \]

where \( a = 0.0004 \) and \( b = 0.078 \).

The corresponding reliability can be expressed as:

\[ R_{\text{Software}} = e^{\frac{1}{b}(-0.0004t+0.078)dt} \]
\[ = e^{\frac{0.0004t^2}{2} - 0.078t} \]  
\[ \text{eq.} (2) \]

The failure rate of the hardware components are indicated in Table 1. The values of the hardware failure rate can be substituted in equation 2 to get the hardware reliability equation and can be expressed as:

\[ R_{\text{hardware}} = e^{\sum_{i=1}^{n} \frac{t}{h_i} \times e^{-0.22575t}} \]
\[ = e^{-0.22575t} \]  
\[ \text{eq.} (3) \]

Thus the reliability of the computing system \( R(t) \) at any given time will be the product of equations 2 and 3 and can be expressed as:

\[ R(t) = e^{\frac{0.0004t^2}{2} - 0.078t} \times e^{-0.22575t} \]
\[ = e^{\frac{0.0004t^2}{2} - 0.30375t} \]  
\[ \text{eq.} (4) \]

Table 1. Hardware component failure rate

<table>
<thead>
<tr>
<th>Hardware Component No.</th>
<th>Failure Rate (per month)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>0.027778</td>
</tr>
<tr>
<td>H2</td>
<td>0.025</td>
</tr>
<tr>
<td>H3</td>
<td>0.028571</td>
</tr>
<tr>
<td>H4</td>
<td>0.02381</td>
</tr>
<tr>
<td>H5</td>
<td>0.016667</td>
</tr>
<tr>
<td>H6</td>
<td>0.041667</td>
</tr>
<tr>
<td>H7</td>
<td>0.034483</td>
</tr>
<tr>
<td>H8</td>
<td>0.027778</td>
</tr>
</tbody>
</table>

The reliability of the software at different points in time is calculated using the equation (2). The actual values of reliability obtained by dividing the survivors at the given point in time by the initial population are also calculated. The Musa model assumes a constant value for the failure rate and by considering this as the average value of failure rates the reliability values are calculated using the equation

\[ R(t) = e^{-\beta t} \]  
\[ \text{eq.} (5) \]

The reliability values for Weibull distribution is calculated using the equation

\[ R(t) = e^{-(t/\alpha)^\beta} \]  
\[ \text{eq.} (6) \]

The reliability values calculated using the four different methods and the failure density values are shown in table 2.
Table 2. Reliability and failure density

<table>
<thead>
<tr>
<th>Time</th>
<th>Failure Density</th>
<th>Reliability (Actual)</th>
<th>Reliability (Musa)</th>
<th>Reliability (Weibull)</th>
<th>Reliability (Model)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.013257872</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
<tr>
<td>3</td>
<td>0.03446809</td>
<td>0.99970</td>
<td>0.99985</td>
<td>0.99144</td>
<td>0.98156</td>
</tr>
<tr>
<td>6</td>
<td>0.103851064</td>
<td>0.95426</td>
<td>0.73934</td>
<td>0.92263</td>
<td>0.85924</td>
</tr>
<tr>
<td>9</td>
<td>0.02606383</td>
<td>0.77340</td>
<td>0.63572</td>
<td>0.82780</td>
<td>0.70270</td>
</tr>
<tr>
<td>12</td>
<td>0.029255319</td>
<td>0.74734</td>
<td>0.54962</td>
<td>0.79739</td>
<td>0.73433</td>
</tr>
<tr>
<td>15</td>
<td>0.113529787</td>
<td>0.71809</td>
<td>0.47061</td>
<td>0.57487</td>
<td>0.68045</td>
</tr>
<tr>
<td>18</td>
<td>0.040426</td>
<td>0.90426</td>
<td>0.49414</td>
<td>0.44377</td>
<td>0.63970</td>
</tr>
<tr>
<td>21</td>
<td>0.073049426</td>
<td>0.55191</td>
<td>0.34750</td>
<td>0.32507</td>
<td>0.58497</td>
</tr>
<tr>
<td>24</td>
<td>0.019680851</td>
<td>0.51223</td>
<td>0.29870</td>
<td>0.22577</td>
<td>0.54270</td>
</tr>
<tr>
<td>27</td>
<td>0.021729559</td>
<td>0.49996</td>
<td>0.25592</td>
<td>0.14856</td>
<td>0.59369</td>
</tr>
<tr>
<td>30</td>
<td>0.023531515</td>
<td>0.49542</td>
<td>0.22091</td>
<td>0.09266</td>
<td>0.49767</td>
</tr>
</tbody>
</table>

Figure 1 shows a comparison of reliability obtained using the Developed, Simplified model, Weibull and Musa model with the actual reliability values. It can be seen that the simplified model shows a better result compared with other models. Further, these two models very closely approximate the real situation.

VI. CONCLUSION AND FUTURE WORK

A new method for estimation of reliability of computational systems was developed. The methodology is far more realistic in comparison with the traditional methods which focus either on hardware or software alone rather than integrating these elements. The concept is very much in accordance with the systems approach. The developed method could prove to be a very effective tool for reliability analysis of computational systems. An error analysis was also conducted and it can be seen that if the hardware and software components are not integrated in reliability analysis the
calculated values will be an over estimated one. That is, the calculated values would be much higher than the actual reliability values. A comparison of reliability obtained using the developed model, Weibull and Musa model with the actual reliability values are also shown.

REFERENCES

1. Norman Schneidewind, "Tutorial on Hardware and Software Reliability, Maintainability, and Availability" 2008, IEEE.