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ABSTRACT: In mammograms, a cluster of micro calcifications shows an early sign of breast cancer. An accurate and 
efficient classification scheme is needed for detection of tumour in mammograms. A Computer-Aided-Detection 
(CAD) system for automatic detection of tumour of micro calcification clusters on mammograms is discussed in this 
paper. The approach is very helpful for radiologist to diagnose the tumour and performs faster than typical screening 
programs. The images are collected from the Mammographic Image Analysis Society (MIAS) databases for 
implementation. The feature is extracted by Local Binary Pattern and classified using ANN. The proposed scheme 
provides high accuracy in classification of micro calcifications.  
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I.INTRODUCTION 

For years cancer has been one of the biggest threats in human life, deaths caused by cancer are expected to increase in 
the future with an estimated 12 million people dying from cancer in 2030. Treatment of breast cancer at an early stage 
can significantly improve the survival rate of patients. Mammography is currently the most sensitive method for 
detecting early breast cancer. Retrospective studies have shown that radiologists can miss the detection of a significant 
proportion of abnormalities in addition to having high rates of false positives. The estimated sensitivity of radiologists 
in breast cancer screening is only about 75%. In order to improve the accuracy of interpretation, a variety of Computer- 
Assisted Detection (CAD) techniques have been proposed. In real sense, the Malignancy [1] or Benign, its type and 
from it detection of stage of cancer as invasive and non-invasive is a very fuzzy kind of decision making. Benign 
tumors are "well-differentiated," that the tumor cells differ only slightly in appearance and behavior from their tissue of 
origin.  Malignant is used to describe a cancer that generally grows rapidly and is capable of spreading throughout the 
body.  Detection of breast cancer is conducted by means of mammography and ultrasonography (USG) imaging. 
Microcalcifications (MCCs) clusters are one of the important radiographic indications related to breast cancer because 
they are present in 30%–50% of cancers found mammographic ally MCCs are tiny bits of calcium that may show up in 
clusters or in patterns (like circles) and are associated with extra cell activity in breast tissue. Scattered micro-
calcifications are usually a sign of benign breast tissue. MCCs appear as small bright arbitrarily shaped regions on the 
large variety of breast texture background and characterize early breast cancer are detectable in mammograms shown in 
Fig1. For MCCs, the interpretations of their presence are very difficult because of its morphological features. The dense 
tissues especially in younger women may easily be misinterpreted as MCCs due to film emulsion error, digitization 
artefacts or anatomical structures such as fibrous strands, breast borders or hypertrophied lobules that almost similar to 
MCCs. Other factors that contribute to the difficulty of MCCs detection are due to their fuzzy nature, low contrast and 
low distinguish ability from their surroundings.  
 
However, microcalcification detection from mammograms may be troublesome. To overcome this problem, CAD is 
developed to improve the diagnostic accuracy and the consistency of the radiologists’ image interpretation. Issam El- 
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Fig1: Mammograms with Microcalcifications 

 
Naqa et al [2] proposed that Support Vector Machine Classifier used to automatically detect the presence of MCCs in a 
mammogram using two class pattern classifications to locate the position of the mammogram. Tomasz Arodza et al [3] 
used CAD system technique, in which filter the original image with microcalcification contrast shape, enhance by 
wavelet-based sharpening algorithm and visual analysis. The evaluated system significantly improves the detection of 
microcalcifications in small field digital mammography. Alain Tiedeu et al [4] proposed that clustered 
microcalcifications are detected on mammograms based on texture analysis. Ryohei Nakayama et al [5] proposed a 
Computer – Aided Diagnosis scheme using a Filter bank technique with Hessian Matrix to classifying NC (nodular 
component) and NLC (nodular and linear component).  Alolfe et al [6] proposed Computer aided diagnostic system 
based on wavelet analysis. Computer-Aided Diagnosis system that can be very helpful in diagnosing 
microcalcifications’ patterns in digitized mammograms earlier and faster than typical screening programs.  

 
Texture features have been widely used in mammogram classification. The texture features have the ability to 
distinguish between abnormal and normal cases. It can be characterized as the space distribution of gray levels in a 
neighborhood [1, 2]. Extracted texture features provide information about textural characteristics of the image. 
Different classifiers are used for medical imaging application including artificial intelligence, wavelet etc. Texture 
features has been measured from the extracted LBP image and used as parameter to enhance the classification result 
with ANN. The performance analysis of ANN is compared with K-Nearest neighbor and SVM classifier which has 
been discussed in this paper. 
 

II. METHODOLOGY 
The framework of proposed approach is shown in Fig 2.  

 

 
Fig 2: Framework of proposed approach 

The steps involved are as follows: 
1. Images are collected from MIAS database. 
2. ROI of 256X256 pixels of images are extracted from 1024X1024 pixel images. Preprocessing is used to 

remove the noise and Enhancement is performed to improve the adjustment of image 
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3. Features are extracted using Local Binary Pattern.  
4. Texture features such intensity based features (mean, standard deviation) and GLCM based features (Energy, 

Entropy, Correlation and Homogeneity) are measured. Classification is performed with Artificial Neural 
Network based classifier. 

 

A. Dataset Collection 
It is difficult to access real medical images for experimentation due to privacy issue. Data is collected from the 

Mammographic Image Analysis Society (MIAS) consists of 322 images, which belong to three categories: normal, 
benign and malign, which are considered abnormal. All images are digitized at a resolution of 1024×1024 pixels and 
eight-bit accuracy (gray level). The existing data in the collection consists of the location of the abnormality (like the 
center of a circle surrounding the tumor), its radius, breast position (left or right), type of breast tissues (fatty, fatty-
glandular and dense) and tumor type if exists (benign or malign). The proposed approach focus only on the 
microcalcification of benign and malignant images for abnormal and normal mammogram images. 

B. ROI Extraction  
Since all the portion of mammogram images are not necessary for detection of microclassification of clusters, ROI 

extraction of certain portion is needed. Using the locations of any abnormalities supplied by the MIAS for each 
mammogram, the ROI of size 256×256 pixels is extracted by entering the coordinates of X, Y and radius in pixel. Then 
the images are divided into two sets the training set and the testing set respectively. The extracted portion of ROI of 
mammography with benign and malignant is shown in Fig 3.  

 

                                                                                                                               
(a)                                                                                                         (b) 

Fig 3: ROI extracted images (a) Benign  (b) Malignant 

C. Preprocessing and Enhancement 
Mammograms are medical images that are difficult to interpret, thus a pre-processing phase is needed in order to 
improve the image quality and make the segmentation results more accurate. The first step involves the removal of 
noise and unwanted parts in the background of the mammograms. Then, Image enhancement operations can be used to 
improve the appearance of images, to eliminate noise or error, or to accentuate certain features in an image. The result 
of the process for detecting the suspicious lesions contains MCCs, and some noise. To reduce the amount of signatures 
which are not MCCs, perform a sequence of morphological operations on the filtered image.  
 
The original image is smoothed and subtracted from an enhanced contrast image. The contrast enhancement technique 
increases the contrast by mapping the values of the input intensity image to new values such that, 1% of the data is 
saturated at low and high intensities of the input data. The Gaussian filters are used to smooth the original image, to 
attenuate as much as possible the MCC signals while preserving at best the mammary tissue signals. The adaptive 
technique is used to isolate MCCs from their immediate surroundings rather than from a different region that may have 
a different density level. The kernel size of 23 pixels is used, so that MCCs that are larger than 1.2mm in size are 
eliminated by the background correction process. By subtracting pixel wise the smoothed-image from the contrast-
enhanced image, the background (mammary tissue) is strongly attenuated. The difference-image ܦ(݅, ݆) obtained here 
above is binarized using a local adaptive thresholding algorithm. For a rectangular window centered on a pixel of 
coordinates(݅, ݆)  of width ݓ௕௜௡ and height ℎ௕௜௡, the pixel (i, j) in the resulting image isܫܤ(݅, ݆) is computed as: 

,݅)ܫܤ ݆) = ,݅)௣௜௫ܫܤ ݂݅  ݂݅ 1 ݆) > ഥ݉௜,௝௕௜௡ + ௜ߪ݇ ,௝
௕௜௡ ,݅)ܫܤ      ݆) = (1)                              ݁ݏ݅ݓݎℎ݁ݐ݋ 0
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where k is a pre-selected integer and the mean grey-level value ݉௜,௝
௕௜௡ and the standard deviation ߪ௜ ,௝

௕௜௡are computed. 
Then it performs morphological top-hat filtering on the grayscale or binary input image.  The transformed binarized 
image from ROI extracted image is shown in Fig 4. 

 
Fig 4: Transformed Binarized Image from ROI Extracted Image 

 

D. Feature Extraction 
This is a way of dimensionality reduction in medical image processing. When the input data to an algorithm is too large 
to be processed and suspected to be redundant. It has to be transformed into a reduced representation set of features. 
The features are used to extract the relevant information from the input data to perform the desired task.  

 
1) Local Binary Pattern 

Local Binary Pattern operator is a simple yet very efficient texture operator which labels the pixels of an image by 
thresholding the neighborhood of each pixel with the value of the center pixel and considers the result as a binary 
number. The original LBP method is a complementary measure for local image contrast. LBP extracts texture feature in 
spatial domain. The LBP value is determined as: 
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The preprocessed and enhanced mammography images are extracted using Local Binary Pattern and its image and  
histogram is shown in fig 5 (a) and (b) respectively.  

                                      
                               (a)                                                                                                         (b) 

Fig 5 a) LBP image of Micro calcification of Mammogram and b) Histogram of LBP image 
 

2) Texture Features:- 
Intensity Based Features and GLCM based features are measured to analyze the performance. Intensity based 

features are first order statistics depends only on individual pixel values. The intensity and its variation inside the 
mammograms can be measured by features like mean and standard deviation using 40 samples of mammograms.  The 
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Gray Level Co-occurrence Matrix (GLCM) texture measurement is a method to analyze image texture [5, 6]. It is a 
robust method that has been developed for calculating first and second order texture features from image. The texture 
features are calculated as follow: 
1)Mean Value: The mean gives the average intensity value of an image. Mammographic images that contain micro 
calcifications have a higher mean than those of normal images. It is calculated as follows: 
ߤ = ଵ

௠௡
∑ ∑ ܲ(݅, ݆)௡

௝ୀଵ
௠
௜ୀଵ                                                                                                                                                    (4) 

where ‘i,j’ indicates rows and columns of the image and P (i, j) is the cell denoted by row and column of the image.  
2)Standard Deviation: It refers to the dispersion of values in a mammographic image around the mean. 
ܦܵ  = ඥ(݉݁ܽ݊)ଶ                                                                                                                                                              (5) 
3) Energy:  Energy represents the orderliness of a mammographic image. Energy is calculated as follows:  
ܧ = ∑ ܲ(݅, ݆)ଶ௡ିଵ

௜,௝ୀ଴                                                                                                                                                              (6) 
4) Contrast:  Contrast is a measure of the extent to which an object is distinguishable from its background. It 
represents the local variations present in an image, and calculates the intensity contrast between a pixel and its 
neighbour. It is calculated from the image as per the following equation.  
ܥ = ∑ (݅ − ݆)ଶ௡ିଵ

௜,௝ୀ଴ ܲ(݅, ݆)                                                                                                                                                  (7) 
where n denotes the number of pixels in the image and P (i, j) is the cell denoted by row and column of the image.  
5) Coorelation: It measures how correlated a pixel is to its neighbor over the whole image. Correlation is 1 or -1 for a 
perfectly positively or negatively correlated image. So that it can be used to match the data to the predicted value. 
ݎݎ݋ܥ = ∑

(௜×௝)௉(௜,௝)ିఓ೔ఓೕ
ఙ೔ఙೕ

௡ିଵ
௜,௝ୀ଴                                                                                                                                              (8) 

6) Homogeneity:  It measures the closeness of the distribution of elements in the GLCM to the GLCM diagonal. These 
measure the values or pixel which is closer to the microcalcification of mammograms. 
ܪ = ∑ ௉(௜,௝)

ଵା|௜ି௝|
௡ିଵ
௜,௝ୀ଴                                                                                                                                                               (9) 

The list of features used for experimental work for images of mammograms is as shown in Table 1. 

 
Table 1: Texture feature measures for normal and abnormal of mammograms 

 
E. Classification 

ANN Classification is the process of learning to separate samples into different classes by finding common features 
between samples of known classes. It consist of input layer, hidden layer and output layer A set of samples may be 
taken from biopsies of two different tumor types, and their gene expression levels measured. Because making 
predictions on unknown samples is often used as a means of testing the ANN classifier. The two-layer feed-forward 
network is used. The training sets of images are compared with testing set of images and classify the tumor detected in 
those images. The classifier is used to classify the tumor as either normal or abnormal by detection of 
microcalcifications clusters of mammography images.  
. 

III. RESULT AND DISCUSSION 
 
For implementation among the MIAS datasets of 322 images, fatty, dense and glandular tissue images of Normal (40) 
and Microcalcification of abnormal severity of benign or malignant (40) of 1024X1024 pixel images are considered. 
These images are normalized to 256X256 pixel of Region of Interest and stored as trained and testing set respectively. 
Preprocessing and enhancement is applied to remove of noise and artefact and improve the efficiency of the images. 
The local binary pattern is applied and Gray Level Cooccurrence Matrix (GLCM) features and Intensity based features 
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such as mean and standard deviations are measured. The classification is performed using ANN, in which network is 
created, trained for some samples and tested with remaining samples. The results are interpreted in confusion matrix is 
shown in Table 2. The confusion matrix describes the actual and predicted classes of the proposed method. It contains 
the information of samples related with normal and cancerous portion of mammographic images. 

 
Table 2: Confusion Matrix for classification of breast cancer 

 
A number of different measures are commonly used to evaluate the performance of the proposed method. These 

measures including Accuracy, sensitivity, specificity and precision are calculated from confusion matrix using the 
equation 10. It returns a value from -1(inverse prediction) to +1(perfect prediction). 

Accuracy = (TP+TN)/(TP+TN+FP+FN) 
Sensitivity = TP/(FP+TN)                                                                         (10) 
Specificity = TN/(FN+TN) 
Precision = TP/(TP+FP) 

The performance measure of proposed approach and comparison with other classifiers are formulated in Table 3 and 
their performance measure analysis is depicted in Fig 6. It shows that accuracy is 96.25%, specificity is 92.50%, 
sensitivity is 97.5% and precision is 93.02% for ANN classifier. It reveals that better classification rate in accuracy and 
precision, when compared to k-Nearest Neighbor (k-NN) and Support Vector Machine (SVM) classifier. 
 

 
Table3: Performance analysis of various classifiers 

 
Fig 6: Performance Measure Analysis of classifiers 
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IV.CONCLUSION 
Medical Imaging refers to view the human body in order to diagnose, monitor or treat medical conditions. Breast 
cancer has become a public health problem among women around the world. The features are extracted using LBP 
which provides statistical features. The texture features such as GLCM features and mean and standard deviations are 
measured and the classification of mammograms using ANN classifier is presented. The proposed experimental results 
show that when compared to several other methods 96.25% microcalcification detection in mammograms. The high 
accuracy of classification of MCCs obtained with the proposed ANN classifier can help radiologists in making an 
accurate diagnostic decision, which can reduce unnecessary biopsies. It will be shown that proposed system perform 
better detection than the existing system in-terms of sensitivity and classification rate.  
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